Telecommunications Applications
With the TMS320C5x DSPs

Edited by Mansoor A. Chishtie

Digital Signal Processing Applications — Semiconductor Group
Texas Instruments Incorporated

1
INSTRUMENTS



IMPORTANT NOTICE

Texas Instruments (TI) reserves the right to make changes to its products or to
discontinue any semiconductor product or service without notice, and advises its
customers to obtain the latest version of relevant information to verify, before placing
orders, that the information being relied on is current.

TI warrants performance of its semiconductor products and related software to the
specifications applicable at the time of sale in accordance with TI's standard warranty.
Testing and other quality controltechniques are utilizedto the extent TI deems necessary
to support this warranty. Specific testing of all parameters of each device is not
necessarily performed, except those mandated by government requirements.

Certain applications using semiconductor products may involve potential risks of death,
personal injury, or severe property or environmentaldamage ("Critical Applications").

TI  SEMICONDUCTOR PRODUCTS ARE NOT DESIGNED, INTENDED,
AUTHORIZED, OR WARRANTED TO BE SUITABLE FOR USE IN LIFE-SUPPORT
APPLICATIONS,DEVICES OR SYSTEMS OR OTHER CRITICAL APPLICATIONS.

Inclusion of Tl products in such applicationsis understoodto be fully at the risk of the
customer. Use of Tl products in such applications requires the written approval of an
appropriate Tl officer. Questionsconcerningpotentialrisk applicationsshouldbe directed
to Tl through a local SC sales office.

In order to minimize risks associated with the customer's applications, adequate design
and operating safeguards should be provided by the customer to minimize inherent or
procedural hazards.

Tl assumes no liability for applications assistance, customer product design, software
performance, or infringement of patents or services described herein. Nor does TI
warrant or represent that any license, either express or implied, is granted under any
patent right, copyright, mask work right, or other intellectualproperty right of Tl covering
or relating to any combination, machine, or process in which such semiconductor
products or services might be or are used.

Copyright © 1994, Texas Instruments Incorporated



Preface

Thisbook belongstoagrowing seriesof digital signal processing application books that Texas| nstruments
has published over the years. Some of these books are broad in content and cover a wide variety of
DSP-related technologies and applications. Others are more focused and concentrate on one DSP
application area. T| has also published many individual application reports. This particular collection of
application reports focuses primarily on a variety of DSP applications that are related to the field of
telecommunications and implemented on the *C5x generation of the TMS320 family.

This book is divided into nine parts, including the introduction and the bibliography:

Part | Introduction

Part 11 Digital Cellular Systems

Part 111 Speech Synthesis

Part 1V Error-Correction Coding

Part V Baseband Modulation and Demodulation

Part VI Equalization and Channel Estimation

Part VII Speech and Character Recognition Algorithms
Part VIII System Design Considerations

Part 1X Bibliography

Part | introduces the TMS320 family and the TMS320C5x generation; it also summarizes various
telecommunications applications that use TMS320C5x DSPs. Parts IT - VIII discuss major application
topics.

Most of the papers presented here are application reports written either by the engineering staff of the Tl
digital signal processing department (including factory and field personnel and summer students) or by
third parties. Some of the papers were contributed by other departmentswithin Tl. It isgenerally assumed
that reader is DSP literate and has some exposure to the TMS320 DSP family.

The application reports presented in this book represent practical implementations of DSP algorithms.
Source code associated with these reportsis not listed in this book because of space constraints. However,
most of the papers have associated source code that is publicly availablefrom the TMS320 DSP Bulletin
Board System (BBS) a 713-274-2323. The contents of this BBS are also mirrored at an Internet
anonymous FTP siteri.com. Sometechnica papersincluded herepresent commercial implementationsthat
arelicensable from respective organizations. Thetechnical data sheetsof theseimplementationswill also
beincluded in afuture update of the TMS320 Software Cooperative Library.

The editor would like to thank all the contributors and reviewers of this book. In particular, a special note
of appreciation goesto Gene Frantz, Jay Reimer, Rgj Chirayil, and Paul Buenaflorfor their encouragement
and helpful suggestions in improving the overall structure of this book. It isour hope that this book will
help you in making the transition to DSP-based telecommunication applications. Lastly, the editor would
like to acknowledge the untiring effortsof Ms. Katie Delbridge in planning and coordinating this project.

Mansoor A. Chishtie

Telecom Applications

Digital Signal Processing
Semiconductor Group

Texas Instruments Incorporated
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Overview

The use of programmable digital signal processors (DSPs) is growing rapidly in telecommunication
applications. Conventional wire-linetelephony applications were among the earliest adopters of digital
signal processing technologies. High-speed telephone-line modem products use more general-purpose
DSPsthan mogt other industries, and recent growth of personal and mobile communication services has
spurred new interest in high-performance DSPs. With the ongoing integration of mobile communication
services and portable computer applications, the role of programmable DSPs in emerging productsis
expanding. Today, digital signal processors are moving from high-end, low-volume applications to
mainstream consumer applications.

Telecommuni cation applications can be broadly categorized into two classes:

1. CoreApplications. These applicationsare the essence of any telecommunication product and
include baseband signal processing algorithms, voice and data compression, error correction
techniques, and equalization and channel estimation.

2. Enabler Applications. Theseapplicationsprovidenecessary humaninterface,improveoverall
quality of an end-product, and include speech and character recognition, echo cancellation, and
noise cancellation.

Programmable Versus Hard-Wired Solutions

DSPs arefollowing the path of microprocessorsin termsof performanceand on-chip integration. At the
same time, users of DSPs are concerned about power consumption. As the communications industry
improvesportableapplications,|low power and highintegrationbecomekey design care-abouts. Generally
speaking,aproduct designisconstrained by oneor moreof thefollowing key designgoals, not necessarily
with equal importance:

®  Power consumption
Product form factor
Upgradability

Cost of product
Cost of design
Systemintegration

Thesedesigngoalsplay key rolesin sel ectingaprogrammableversusfunction-specificor hard-wired DSP
solution.

Newer generationDSPs are addressing theseconcerns. They support variouslow-power and power-down
modesal ongwith clock control optionsto hel pmeet power goals. Systemintegrationand form-factorgoals
are often interrelated. With high on-chip integration of peripherals and memory, modem DSPs are
well-suited for portable applicationsin which product form factor is extremely important. In Part VII1,
"The PCMCIA DSP Card: An All-in-One Communications System", page 237, describes a DSP system
based on Personal Computer Memory Card Interface Association (PCMCIA) typell card specifications.
Many DSPs are now available in thin low-profile plastic packages, which are ideal for surface-mount
applications.



In today's evolving communications world, flexibility and upgradability of design are key factorsinlonger
product cycles. Many personal communication standards are in the early stages of devel opment. Some of
these standards must maintain compatibility with older standards. Programmable DSPs are especialy
suitable for designs that require multiple modes of operation and future upgradability. In a U.S. digital
cellular subscriber unit, a programmable DSP engine can easily handle the two-mode operation.

Finally, the traditional distinction between programmable and function-specific DSP designs is fading
because of customizable DSP (¢cDSP) solutions. Now, designers can decide which section of adesignis
best suited for a hard-wired approach. Code that must maintain upgradability can be downloaded into
on-chip RAM. Therest of the program can be masked on on-chip ROM. Algorithm accel eratorsor custom
peripheralscan be designed and placed on the samedie. These techni ques can beimplemented through the
Tl standard ¢cDSP cell design methodology or through the standard gate-array design flow of the TEC320
product line.

Fixed-Point Versus Floating-Point Solutions

Typicaly, floating-point DSPsare used in high-end, high-performance telecom applicationssuch as video
conferencing, network packet switching, cellular base stations, etc. Floating-point DSPs offer large
dynamic range, afast floating-point computation engine, and large-memory addressability. Dueto wider
instruction word size, they support more addressing modes and higher execution unit parallelism aswell.
Floating-point support and large operand dynamic range result in an ease of transition from simulation
environment to real-time implementation. A more orthogonal instruction set helpsin providing efficient
high-level language code generation tools.

On the other hand, fixed-point 16-bit DSPs are very popular in high-volume, low-power applications.
Generally, they consume less power and cost less because of asmaller diesize. They can be operated at
faster speedsbecause of their relatively simplearchitecture and fewer speed paths. Newer fixed-point DSPs
provide application-specific instructions and on-chip power management for portable and mobile
communication applications. Due to their prevalence in the mobile communications market, many
upcoming industry standards are fine-tuned for 16-bit fixed-point implementations. One such exampleis
the voice compression specification of U.S. Digital Cellular Standard, the 1S-54. This algorithm is
optimized for 16-bit fixed-point DSP engines. With improved compiler support and a more orthogonal
instruction set, the end-product development cycle has also become shorter.



TMS320 Digital Signal Processors

The TMS320 family consistsof five generationsaf fixed-point and floating-point devices (see Figure 1).
Membersaof each generation are object-code and, in some cases, pin compatible. Each generation offers
unique features and capabilities, which are optimized for certain typesof applications.

Figure 1. TMS320 Family of Devices
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TMS320 Fixed-Point DSPs

The three generations of TMS320 fixed-point DSPs — TMS320C1x, TMS320C2x, and TMS320C5x —
havea16-bit architecturewith a32-bit ALU and accumulator. They are based on Harvard architecture with
separate busesfor programand data, all owinginstructionsand operandsto befetched in parallel. They also
featurea 16 x 16-bit hardware multiplier for single-cycle multiply operations, and a hardware stack for
fast interrupt response time. An overflow saturation mode prevents wraparound. Most of the instructions
areexecuted in asinglecycle. Performancecurrently rangesfrom 3.5 to 40MIPS (million instructions per
second). Even higher performance DSPs will become available in the near future.

TheTMS320C| x generation isbased on thefirst DSP, the TMS32010, which wasintroduced in 1982.'Cl x
devices include 1441256 words of on-chip RAM and 4K to 8K words of on-chip ROM. Instruction cycle
time is 114 to 280 ns. Members of this generation include the TMS320C10, TMS320C14, TMS320E14
(the EPROM version of the TMS320C14), TMS320C15/E15, TMS320C16, and TMS320C17/E17. The
TMS320C14/E14 has been optimized for control applications. The TMS320C16 has an expanded memory
address space of 64K words. Low-power versions are also available for 3-volt designs.

The TMS320C2x generation is based on the TMS320C25, featuring 544 wordsof on-chip RAM and 4K
words of on-chip ROM. Tota address space is expanded to 64K words for both data and program. The
instruction set has been considerably enhanced over the TMS320C1x instruction set, reducing the
instruction cycle time to 120/80 ns. Other members of the *C2x generation include the TMS320E25 (an
EPROM version of TMS320C25), the TMS320C26, and the TMS320C28, which expands the on-chip
RAM and ROM.

TheTMS320C5x generation includes the TMS320C50 (10K wordsof on-chip RAM, 2K wordsof on-chip
ROM), TMS320C51 (2K wordsof on-chip RAM, 8K words of on-chip ROM), TMS320C52 (1K words
of on-chip RAM, 4K wordsof on-chip ROM), TMS320C53 (4K wordsof on-chip RAM, 16K wordsof
on-chip ROM), and TMS320C53SX (4K wordsof on-chip RAM, 16K wordsof on-chip ROM). All the
devices except the’C52 havetwo serial ports; the’C52 hasone. Most of thedevicesin thisgeneration are
available in thin plastic (132- and 100-pin) quad flatpack packages. With an enhanced instruction set,
TMS320C5x devicescan executecodeat therateof 25 nsper instruction. New architecturefeaturesinclude
abit-manipulation unit, called PLU (parallel logic unit), shadow registers for fast context switch, JTAG
serial scan emulation, and zero-overhead loops. Low-power versions are also available.

TMS320 Floating-Point DSPs

The two generations of TMS320 floating-point DSPs — TMS320C3x and TMS320C4x (the first DSP
designed for parallel processing) — have a 32-bit architecture with 40-bit extended-precision registers.
They are based on Von Neuman architecture. Multiple buses have been added for faster throughput.
Features include a hardware floating-point multiplier and afloating-point ALU.

The TMS320C3x generation is based on the TMS320C30 and features 2K X 32 words of on-chip RAM,
4K X 32wordsof on-chip ROM, and a64-wordon-chipinstruction cache.’C3x devicesincludeanon-chip
DMA controller, twoserial ports, twotimers, twoexternal 32-bit databuses, and a16M-word linear address
space. Instruction cycle rates are 60 and 50 ns, with peak performance of 40 MFLOPS (million
floating-point operations per second). A low-power version of TMS320C31 features special instructions
for power management.

The TMS320C4x generation includes the TMS320C40, a parallel digital signal processor. It includes six
communications ports, a self-programmable six-channel DMA coprocessor, a developing/debugging
analysis module, two independent 32-bit memory interfaces, a 16G-byte address space, and two timers.
Other features includes two 4K -byte RAM blocks, one 16K -byte ROM block, and a512-byte instruction



cache. Thisgeneration isdesigned to execute each instructionin 40 ns, perform up to 275 MOPS (million
operationsper second), and provide 320M-bytel second throughput.

TMS320C5x Architecture

The TMS320C5x generationis designed to perform complex computation-intensivesignal processingin
real time. It hasahigh-performancepipelinedarchitecturethat enablesit to execute each instructionat the
maximum rate of 25 ns per instruction. It has afamiliar 16132-bit accumulator-based architecturewith a
16-bit wide external address bus and a hardware multiplier similar to traditional DSP architectures. It
includes a bit-manipulation or parallel logic unit, (PLU), which alows it to efficiently implement
traditional microcontroller-typeoperations. Automatic interrupt context switch and reduced interrupt
latency are made possible by on-chip shadow registers and an 8-word deep hardware stack. On-chip
peripheralsincludetwo seria ports(one of which can be used in the time division multiplex mode), one
timer, await-stategenerator, and a phase-lockedloop for clock frequency multiplication. Figure 2 on page
8 showsthekey featuresof the TMS320C5x architecture.

The TMS320C5x architectureintroduces several new featuresto makeit suitablefor telecommunication
and related applications. Traditional communication designs (such as modemsand cellular radios) use a
microcontrollerand oneor moredigital signal processors. Typical microcontrollertasksaresystemcontrol,
genera housekeeping,and user interface. Thesetasksare generally run on amicrocontroller becausethey
do not require a high-performance processor. Additionally, these functions are often written in C and
involve bit manipulation. The *C5x bit manipulation unit (PLU), memory-mapped input-output ports,
dynamic postscal ersand prescal ers, and C language support enabl e these traditional microcontrollertasks
tobeefficiently implemented.Salient featuresand benefitsof TMS320C5x architectureareshownin Table
1

Table 1. Benefits of TMS320C5x Features

Feature

Benefit

Harvard architecture
Parallel logic unit

Shadow registers
Hardware stack
Repeat-block loops
Memory-mapped 110 ports
Circular buffers

Hardware multiplier
Power-down modes

High-speed, single-cycle
instruction execution unit

Simultaneously accesses instructions and data operands

Allows direct bit manipulation on memory operands

Allow zero-overhead context switch for interrupts

Supports fast interrupt processing

Reduce overhead of looped code

Efficiently handle peripheral data transfer

Implement queues. delay lines, circular convolution, etc.

Supports single-cycle signed and unsigned integer multiplication
Reduce active and idle power consumption

Helps implement advanced signal-processingalgorithms in real time




Figure 2. Key Features of the TMS320C5x Architecture
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Summary of Telecom Applications Topics

Digital Cellular Systems

Digital cellular radio designs use general-purpose DSPs to perform speech synthesis, error-correction
coding, baseband modem, and system control applications. Where other parts of this book concentrate on
these individual applications, Part II focuses primarily on overall system design and highlights tasks
suitable for DSP implementation.

Speech Synthesis

Speech compression and coding is one of the earliest and most widely used DSP applications. In both
wireline or wireless communications vocoders are used to compress speech signals for limited bandwidth
channels. An application paper on U.S. Digital Cellular vocoder implementation is presented in this
section.

Error-Correction Coding

Forward error-correction (FEC) schemes are widely used in telecom applications to reduce bit error rate
(BER) on noisy channels. The need for improved FEC techniques is becoming more prominent these days
as more data is pumped through limited bandwidth channels. Cyclic redundancy check (CRC) and bit parity
check are still used for simple error detection. However, more complex forward error-correction schemes
such as convolutional encoding with Viterbi decoding and Reed-Solomon (RS) codes are often used to
detect and correct multiple bit errors. Often, concatenated coding schemes are used to provide even more
protection against bit errors than is possible with a single scheme. One such example is IS-54 voice channel
specification, in which Class I bits are protected by both the CRC and convolutional codes. This is
described in a paper that is presented in this part. Another conference paper on FEC schemes is also
included here, and a third describes an implementation of forward error-correction technique used for V.32
modems.

Baseband Modulation and Demodulation

Programmable digital signal processors can provide necessary performance and throughput to implement
baseband modem functions. These functions include symbol timing recovery, automatic gain and
frequency control, symbol detection, pulse-shaping, and matched filters. Many of these functions were
formerly implemented in hardware. With the advent of high-performance DSPs and the growing need for
multipurpose hardware designs, many of these functions are being implemented in DSP software. One such
example is the U.S. Digital Cellular IS-54 standard for mobile phones, in which every terminal is required
to handle three modulation schemes: FM, FSK, and DQPSK. Two papers are presented in this book on this
subject.

Equalization and Channel Estimation

Another computationally intensive DSP task is channel modeling for estimation of echo, noise, or
intersymbol interference. Line echo cancellation is a common wireline telephony application suitable for
DSP implementation. Acoustic echo and noise cancellation techniques are equally important for wireline
and wireless communication links. Equalization is another channel estimation technique for removal of
intersymbol interference caused by channel delay spread. The first paper in this section presents a tutorial
on equalization techniques. The other two papers present implementation details of an equalizer and a line
echo canceller.



Speech and Character Recognition Algorithms

DSPs are often called upon to perform user-interface tasksin addition to core applications. Thisisadirect
consequence of one very important feature of a DSP-based product: flexibility of design. Thisflexibility
allows system designers to load additional tasks on their DSPs to better utilize spare MIPS. A pertinent
exampleisthat of a mobile phone; the voice dialing feature can be easily implemented on a DSP without
additional DSP horsepower. Thisis becausethe phonewill be on-hook (or off-air), and the DSP will have
many spare MIPS available when the voice dialing feature is enabled. With the onset of persona digital
assistant (PDA) technology in which computers and communication applications merge, human interface
designs are gaining more importance. Three application papers are presented in this section.

System Design Considerations

Every DSP system engineer deals with several design care-abouts. This part highlights some of these
general hardwareand softwaredesign considerations. The paper " The PCMCIA DSPCard: An All-in-One
Communications System™ presents an embedded DSP hardware design example. The second paper,
"Software Coding Guidelines for *C5x Developers" outlines general programming guidelines for
TMS320C5x assembly language programmers. Finaly, the paper “TCM320AC3x/4x Voice-Band Audio
Processors™ describes DSP applications with voice-band audio processors.

Bibliographies and Other References

To keep TMS320 designers aware of new applications and developments related to the TMS320 DSPs,
Texas Instruments has published extensive bibliographies of TMS320-related conference papers and
technical articles. Part I X of thisbook serves as an extension to the previously published bibliographies.
It lists only those papers and articlesthat are generally related to telecommunication applications.

In addition to this collection of telecommunications-related papers on TMS320C5x digital signa
processors, Texas Instruments has published related application papers on other Tl digital signa
processors. For moreinformation, refer to Volumest, 2, and 3 of Digital Sgnal Processing Applications
with the TMS320 Family: Theory, Algorithms, and Implementations.
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Introduction

Thisdocument presentsthefunctional componentsof adual-modecel lularphone as specified by the CTIA
IS-54 standard. For each functional component, the relevant algorithm, its data structures, if any, and
implementation details are given.

A Functional View of a Dual-Mode Cellular Phone

Asshown in Figure 1, adual-mode cellular phone consists of the following:

° Transmitter ° Antenna assembly
° Receiver ° Control panel
° Coordinator

A dual-modephoneiscapableof operatingin an analog-onlycell or adual-mode cell. Both thetransmitter and
the recelver support both analog FM and digital time division multiple access (TDMA) schemes. Digital
transmission is preferred, so when acellular system hasdigital capability, the mobile unitis assigned adigital
channel first. If no digital channels are available, the cellular system will assign an analog channel.

Thetransmitter convertstheaudio signal toaradio frequency (RF), and the receiver converts an RF signal

toan audio signal. The antennafocuses and converts RF energy for reception and transmission into free
space. The control panel serves as an input/output mechanism for the end user; it supports a keypad, a
display, amicrophone, and aspeaker. Thecoordinator synchronizes thetransmission and receivefunctions
of the mobile unit.

Figure 1. Functional Components of a Dual-Mode (IS-54) Cellular Phone
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Figure 2 shows the functional componentsof thedigita portion of adual-mode cellular phone.

Figure 2. Functional Blocks of the Digital Portion of a Dual-Mode Phone
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Transmitter

The transmitter converts low-level audio signals from the microphone to digitally coded RF signals by
audio processing, digital signal processing, modulation, and RF amplification. The transmitter converts
64-kbps pulse code modulation (PCM) data to a lower data rate, multiplexes control information,
error-protectsthedata, and then passes the data stream to the RF section for modul ation, amplification, and
transmission. The coordinator inserts system control messages.

Transmit Front-End Processing

Speech signals from the microphone are first amplified, passed through an antiliasing filter, and sampled
at arate of 8 kHz to create adigitized p-law 64-kbps bit stream. Typically, no pre-emphasisis applied.
Figure 3 shows the functional blocks of the front-end analog section. The standard does not propose any
specific echo canceler; however, it recommends implementing one. Thefront-end processing includesthe
following:

e Anamplifier. Thegain isspecified to produce an average signal energy, during aframe, which
is 18 dB down from full scale.

® A bandpass filter to avoid antialiasing.

e An anaog-to-digital converter. The standard recommends that you either directly convert the
analog signal to a uniform PCM format with a minimum resolution of 13 bits or convert the
analog signal to an 8-bit p-law codec sample.



Figure 3. Front-End Analog Section Converts Audio to a 64-kbps Data Stream
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Speech Coder

The speech coder further reducesthe datarate by compressing the 64-kbps data stream input to create a
7.950-kbpsdata stream. The 1S-54 standard accepts a full-rate speech coder called vector sum excited
linear prediction (VSELP). This algorithm belongs to a class of speech coders known as code excited
linear predictivecoders (CELP). Thisclass uses code books to vector quantize the excitation (residual)
signal. VSELPisavariationon CELP.

Theincoming 64 kbpsof dataaregroupedintoframesat aframerate of 50framesper second. Hence, each
framecontains 160 samplesand representsaduration of 20 ms. Each frameiscodedinto 159 bits. Hence,
therate of the conversionsis50x 159 = 7950 bps, as shown in Figure 4.

Figure 4. Full-Rate Speech Coder (VSELP) Reduces a 64-kbps Data Stream to an
8-kbps Data Stream
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The speech decoder utilizestwo separate code books. Each code book has an independent gain. Thetwo
code-book excitationsare each multiplied by their corresponding gains and summed to create acombined
code-book excitation. The basic parametersare shown in Table 1.

Table 1. Basic Parameters of a VSELP Speech Coder

Parameter Notation Specification
Sampling rate S 8 kHz

Framelength Nf 160 samples (20 ms)
Subframe length N 40 samples (5ms)
Short-term predictor order Np 10

Number d tapsfor long-term predictor NL 1

Number d bitsin codeword 1 (numberd basis M1 7 hits

VECtors)

Number d bitsin code word 2 (number d basis M2 7 bits

VECtors)

NOTE: Within a frame, the 159 bits are allocated as shown in Table 2 ; detailed bit allocations are shown in Table 3.



Table 2. Bit Allocations Within a Frame of Speech

Parameter

Bits Allocated

Short-term filter coefficients
Frame energy, RO

Lag, -

Code words, I, H

Gains beta, gammai, gammaz2

38
5

28
56
32

Table 3. Detailed Bit Allocations of Parameters Within a Frame

Parameter

Parameter Name

Bits Allocated

Frame energy

1st reflection coefficient

2nd reflection coefficient

3rd reflection coefficient

4th reflection coefficient

5th reflection coefficient

6th reflection coefficient

7th reflection coefficient

8th reflection coefficient

9th reflection coefficient

10th reflection coefficient

Lag for first subframe

Lag for second subframe

Lag for third subframe

Lag for fourth subframe

1st code book, I, for first subframe

1st code book, I, for second subframe
1st code book, I, for third subframe
2nd code book, H, for first subframe
2nd code book, H, for second subframe
2nd code book, H, for third subframe
2nd code book, H, for fourth subframe
{GS, PO, P1} code for first subframe
{GS, PO, P1} code for second subframe
{GS, PO, P1} code for third subframe
{GS, PO, P 1} code for fourth subframe

RO

LPC1
LPC2
LPC3
LPC4
LPC5
LPC6
LPC7
LPC8
LPC9
LPC10
LAG-1
LAG_2
LAG_3
LAG_4
CODE1_t
CODE1_2
CODE1_3
CODEZ2_1
CODE2_2
CODE2_3
CODE2_4
GSPO_1
GSP0_2
GSP0_3
GSP0O_4
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Channel Coder

The main function of the channel coder isto protect the data stream against the noise and fading that are
inherent to aradio channel. The coder accomplishesthis by adding extra or redundant bits. The greater
the number of redundant bits, the higher theimmunity to interferenceand the lower the bit-error rate. The
tradeoff isan increased data rate.

The channel coder protects the data stream in four stages:
1. Convolutional coding
2. Cyclicredundancy check (CRC) generation
3. Interleaving
4. Burg generation

Thefirst two are mathematical operations, whereas the last two are heuristic approaches. The receiver
performs an inverse operation to determine whether errors have occurred during propagation. In radio
propagation,it has been found that thefading occurs at localizedinstancesof timeand space. Asaresult,
interleaving spreads the information of the data stream across two frames, becauseit is unlikely that a
clustered bit error would occur in successiveframes. Finaly, datais propagatedin bursts.

Between interleavingand burst generation, the channel coder multiplexescontrol information. Figure5
shows the functional componentsof achannel coder.

Figure5. A Channel Coder and Its Functional Components With Associated
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Convolutional Coding

Convolutional coding provides error-correction capability by adding redundancy to the transmitted
sequence. Convolutional encoding isimplemented by linear feed-forward shift registers.

A convolutional coder is described by the rate at which data enters the coder and the rate at which data
leavesthecoder. For example, arate-1/2 convolutional coder impliesthat for every 1 bit of dataentering
the coder, 2 bits leave the coder. The smaller the ratio, the greater the redundancy. This improves the
error-protectioncapability.

To reduce the bit rate, not al of the 159 bitsin aframe are error-protected. Only 77 of these bits, called
class 1 bits, areerror-protected. The remaining 82 bits, called class 2 bits, are not error-protected. This
isshown in Figure6.



Figure 6. Error Protection via Convolutional Coding and CRC Computation
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Cyclic Redundancy Check

Of the 77 bitsthat are error-protected, it has been found that only 12 are perceptually significant. Hence
these are protected by using a 7-bit cyclic redundancy computation before they are input to the
convolutional coder. A 7-bit CRCiscomputed by dividing thedataby a specified constant and transmitting
theremainder with thedata. Thereceiver detectserrors by comparing the received remainder with what
it has calculated.

Thefollowing generator polynomial is used for the CRC:

gCRC(X) =1+ X *+ X2+ X4+ X5+ X7 "
The parity polynomial, b(X), is the remainder of the division of the input polynomial by the generator
polynomial as shown below:

a(X)*X7 / gCRC(X) = q(X) + b(X)/gCRC(X) @
where q(X) is the quotient of the division and b(x) isthe remainder. The quotient isdiscarded, and only

the parity bitsidentified in b(X) are encoded for transmission. Tofacilitate the convolutional coder, these
parity bits are placed into the array of class 1 hits.

Figure 7. Error Protection Adds 101 Extra Bits per Speech Frame
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In short, as shown in Figure 7, error protection adds 101 bitsevery 20 ms, or an additional 5050 bps.



Interleaving

Asexplained earlier, datafrom eachframeisnow divided and spread acrosstwotransmit slots. Thisisdone
because fading might destroy aframe, but itisunlikely that it will destroy two framesin succession. As
aresult, not all bitsfromaspeechframearelost by onebad slot. Figure8showshow thedataisinterleaved
when X, y, and z are three speech frames in succession.

Figure 8. Interleaving Adjacent Frames for Error Protection
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Table 4 shows how the datais interleaved when y isthe current frame and X is the previous frame. Note
that the speech data is entered into the interleaving array by columns.

Table 4. Interleaving of Two Adjacent Speech Frames, x and y

x0 x26 x52 X78 x104 x130 x156 x182 x208 x234
y1 y27 y53 y79 y105 y131 y157 y183 y209 y235
x2 x28 x54 x80 x106 x132 x158 x184 x210 x236
x12 x38 x64 x90 x116 x142 x168 x194 x220 x246
y13 y39 y65 y91 y117 y143 y169 y195 y221 y247
x24 x50 X76 x102 x128 x154 x180 x206 x232 x258

y25 y51 y77 y103 y129 y155 y181 y207 y233 y259



The 159 bitsfrom aspeech frameareclassified asclass 1 and class 2 bits; datais placed intotheinterleaving
array in such away that class 2 bits are intermixed with class 1 bits. Class 2 bitsare sequentially placed

into the array and occupy the following numbered locations:

0, 26, 52, 78

93 through 129
130, 156, 182, 208
223 through 259

Control Signal Multiplexing
Control signal information is added to the interleaved data. Control information includes

Slow associated control channel (SACCH)
Fast associated control channel (FACCH)
Digital verification color code (DVCC)
Synchronization word (SYNC)

Figure 9 shows how all this control information is multiplexed.

Figure 9. Control-Signal Multiplexing
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Sowassociated control channel (SACCH) isasignaling channel in parallel with the speech path used for
the transmission of control and supervisory messages between the base station and the mobile unit.
SACCH messages are continuously mixed with the channel data; 12 bits are allocated for SACCH.

Fast associated control channel (FACCH) is a signaling channel for the transmission

of control and

supervisory messages between the base station and the mobile unit. FACCH messages are not mixed with

the user information bits; they replace the user information block whenever necessary.



Digital verificationcolor code (DVCC) isan 8-bit code that is sent by the base station to the mobile unit
and is used to generate coded digital verification color code (CDVCC). CDVCC is a 12-hit field that
includesthe8-bit DV CC; CDV CCissent in each slot from the base station to themobil e unit and vice versa.
The CDVCC is used by the receiver to distinguish the current traffic channel from traffic cochannels.

Synchronizationword (SY NC) isa 14-symbol field that isused for slot synchroni zation, equalizer training,
and time slot identification.

Mobile Assisted Handoff

Mobile Assisted Handoff (MAHO) isa new feature of 1S-54. The base station can command the mobile
unit to perform signal quality measurements on the current forward channel and any other 12 forward
channels. The mobile unit can measure two quantities:

1. Receved signal strength indicator (RSSI), which isa measure of the signal strength expressed
indB.

2. Biterror rate(BER), which isan estimate of the bit error information obtained by measuring the
correctness of the data stream at the input to the mobile unit's channel decoder.

These channel quality measurements (RSSI and BER) are sent to the base station to assist it in handoff.
Thisreduces theoverhead on the base station. RSS| and BER are usually sent viaSACCH, athough they
could besent viaFACCH during discontinuoustransmission (DTX). DTX isamodeof operationinwhich
amobile unit transmitter autonomously switches between two transmitter power levels while the mobile
unit isin the conversation state on an analog voice channel or adigital traffic channel.

Burst Generator

After the data has been compressed and error-protected, the bit stream iscompressed (in time only) into
aburstformat. Burst timing offsets may be applied to facilitate dynamic timealignment. Figure 10shows
how thedatais compressed and time-aligned to allow the data to be sent using one-third of the 48.6-kbps
channel.

Figure 10. Burst Generator
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The48.6-kbps datais now input to adifferential quaternary phase-shift keying (DQPSK) modulator. This
phase modulator groups two bits at a time to create asymbol. Thisresultsin four levels of modulation,
as shown in Figure 11. Hence, the name quaternary. The term differential is used because symbols are
transmitted as relative phase changes, rather than absolute phase values.



Figure 11. A 4-Level Modulator Groups Two Bits to Form a Symbol
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Figure 11 showsthat for certain transitions, the origin will haveto becrossed. Thisimplies that the power
envelopeat thedecoder will be0 whentheoriginiscrossed; thiscan havean undesired impact on thefilters.
Toalleviate this,an/4 schemeisused. Thisisshownin Figure12. Thetransitionsin thisschemeareeither
+/-45 degrees or +/-135 degrees, and the origin is never traversed in transition from one state to another.
Thisresultsin eight points on the circle, as shown in Figure 12.

Figure 12. n/4 Differential Quaternary PSK Modulator States
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Figure 13 shows how the input serial datais now presented as 2-bit parallel data and is supplied to the
multipliers after digital-to-analog conversion. Since two digital-to-analog converters (DACs) are needed,
they are sometimes referred to as dual DACs. Binary signals vary the phase-shifted signals via the
multipliers. Filters limit theimpulse response of the binary signals to ensure that the RF carrier occupies
theallocated bandwidth. Thetwo signal sarethen summed together to form thefinal phase-shifted carrier.
The conversion from baseband to RF (that is, frequency translation of the modulated carrier) istypically
carried in severa stagesin order to reach the 800-MHz range.



Figure 13. m/4 DQPSK Modulator
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TheRFamplifier booststhe RF-modulatedsignal to outputlevels, as specified by the basestation. Unlike
analog transmission, which usesFM, theRF arnplifier for DQPSK carrier must belinear. In FM, classC
push-pull nonlinearamplifiersareusedfor amplificationpurposes. Thesenonlinearamplifiersareefficient
(about50%) in order to conservepower, However, nonlinear amplifierscannot beusedin DQPSK, because
they would cause phase distortion. Linear amplifiers used for DQPSK are lessefficient (30%). Figure
14 showsan RF amplifier.

Figure 14. Linear RF Amplifiers Are Needed for 1S-54 Cellular Phone
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Whileaduplexerisrequired for theanal og section of the dual-modephone, it isnot requiredfor thedigital
portion, becausein this case the transmitter and the receiver do not operatesimultaneously. A simple PN
switchisenough toisol atethereceiver from the transmitter,all owing thedupl exer to beremoved from the
digital portion. Removing the duplexer has added benefits: when DQPSK signals are passed through a



duplexer, a phase distortion occurs because of group delay; in addition, there is some power loss, which,
in turn, requires a higher-rated power amplifier. Hence, removing the duplexer reduces the rating on the
power amplifier, which extends the battery life of the mobile unit.

Receiver

The receiver functions in the following order:

Amplifies the received radio signal

Superheterodynes the RF signal to alower workable frequency range

Demodulates the signal

Equalizes or compensatesto mitigate the effects of distortions introduced by the radio channel
Detectserrors

Decodes the speech signal

Converts it back into analog form and eventually feeds it to a speaker

NoGaMwd PR

The receiver consists of several functional components:
e Receiver RF amplifier

Mixer section

Demodul ator

Channel decoder

Speech decoder

Receiver RF Amplifier

This section of the receiver amplifies the low-level DQPSK RF carrier, which could be as weak asafew
picowatts(-116 dBm). TheRFamplifier increasesthisweak RF signal to aworkablerange beforefeeding
it to the mixer section. The receiver RF amplifier is abroadband RF amplifier, which hasavariable gain
controlled by an automatic gain controller (AGC). The AGC compensatesfor the large dynamic range of
the received signal, which is approximately 70 dB. The AGC also reduces the gain of the sensitive RF
amplifier so that astheinput signal increases, no distortions due to overdriving the receiver occur. Figure
15 shows the RF portion of the receiver.

Figure 15. RF Portion of Receiver Section of Dual-Mode Cellular Phone
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The frequency of the received carrier isin the range of 869-894 MHz. It is not cost-effective to directly
demodulate thisRFsignal at thisfrequency range. Typically, thereceived signal isstepped downtoalower



frequency, called the intermediate frequency (IF), by mixing it with alocal oscillator (refer to Figure 2).
Theoscillator source may be varied so that the | Fisaconstant frequency, which simplifiesthe | Famplifier
design. Typicaly, asecond mixer superheterodynes thefirst | F with another oscillator source to produce
amuch lower frequency than thefirst IF. A lower frequency enables the design and use of narrow-band
filters.

Demodulator

A DQPSK demodulator extracts data from the | F signal. Typicaly, alocal oscillator with a 90-degree
phase-shifted signal is used. The demodulator determines which decision point the phase has moved to;
it then determines which symbol i stransmitted by cal culating the difference between the current phase and
the last phase (note that the transmitter is a differential modulator).

Oncethesymbol hasbeen identified, the next stepistodecode thetwo bits. However, dueto noise, Doppler
effects, and Rayleigh fading, the signal must be compensated or equalized. Fading occurs when the same
RF signal arrives at the receiver at different times because of multiple paths caused by reflections. The
Doppler effectiscaused by the motion of the transmitter relative tothereceived signal. The Doppler effect
causes the received frequency to vary in proportion to the speed at which the mobile unit is moving; this
impliesthat the equalizer section of a personal communication systems (PCS) unit need not beascomplex
when it istraveling at pedestrian speeds aswhen it travels at higher vehicular speeds.

Equalizer

Theequalizer iseffectively aninversefilter of thechannel distortion. SincetheRF channel isnot constant
(asawireline channel isassumed to be), itis necessary totrack or adapt to thechanging RFchannel. Hence
the name adaptive equalizer.

The 1S-54 specification does not recommend a specific equalizer algorithm. At present, two classes of
equalizers are popular:

e Thedecision feedback equalizer (DFE)

e  The maximum likelihood sequence estimator (ML SE)
Figure 16 shows an example M L SE adaptive equalizer [4]. It operates adaptively inatraining mode at the
beginningof each burst, aswell asin atracking mode during message detection. Itincludesamatchedfilter

and a modified Viterbi processor. Theequalizerin Figure 16is used by the European GSM system but is
similar to the ones used in North America.



Figure 16. An MLSE Adaptive Equalizer
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After demodulation and low-passfiltering of thereceived signal, the componentsx(t) and y(t) aresampled
and A/D isconverted, with asampling frequency equal to the bit rate. Then thesignal samples arefiltered
through a digital N-tap transversal filter, which approximates the matched filter (MF) shown.
Theoretically, an M F makes thereceiver insensitive to the carrier and clock phases used to demodul ate and
sample the received signal, provided that the M F coefficients are properly adjusted and the time span of
the MFislong enough to include al the channel impulse responses. To this end, you must choose the
number of taps, N, in the M F to comply with the maximum number of echo delays that you expect to
observe in the operational environment. Note that the modulator output pulses are spread over three bit
periods. Typically, N =6 seemsto suffice. TheM Foutput samples arefinally processed according to the
modified Viterbi processor, which operateson anumber of states S=2N - 1. Thecomplexity of the Viterbi
processor varies exponentially with respect to N.

Channel Decoder

Thechannel decoder detectserrorsin the bit stream, demultiplexesthe control data, and feeds the datato
the speech decoder. Thisisshown in Figure 17. If errors are detected, a masking strategy, explained in
Bad Frame-Masking Strategy on page 28, is applied.



Figure 17. Channel Decoding and Speech Decoding
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The channel decoder worksin thefollowing stages:
1. Control signd demultiplexer
2. Error detector

Control Signal Demultiplexer

Speech, SACCH, FACCH, and DV CC data signals from the demodulator are demultiplexed to separate
the varioussignaling information. SACCH and DV CC data are simply demultiplexed by directing the
dedicated bitsfrom each burst to their control-processing locations. Speech and FACCH demultiplexing
is, however, more challenging. Since FACCH data may replace speech dataat any time, FACCH datais
extracted by first attempting to detect errorsin speech data. If the CRC appearsto be correct as decoded
for aspeech dot, thedataisrouted to the speech codec section. When the CRCisin error, thedataisthen
decoded as a FACCH message. If the CRC appears to be correct, this FACCH messageis routed to its
call-processinglocation.



Error Detector

DV CCwordsareerror-detected,compared tothe assigned DV CC todeterminecochannel interference, and
sent to the transmit section to be echoed back to the base station.

The channel decoder provides BER information and RSSI when commanded by the base station. This
featureiscalled MAHO, whichis discussed in the Mobile Assisted Handoff section on page 21.

Bad Frame-Masking Strategy

The bad frame-masking strategy is based on a 6-state machine. On every decode of a speech frame, the
state machine can change states. State O occurs most often and implies that the CRC comparison was
successful. State 6impliesthat there were at least six consecutive frames that failed the CRC check. The
action taken at each of these states variesas well. At state 0, no action istaken. States 1 and 2 aresimple
frame repeats. States 3, 4, and 5 repeat and attenuate the speech. State 6 completely mutes the speech.
A detailed description of the action corresponding to each state follows:

® Sate0: No CRC error isdetected. Thereceived decoded speech data is used.

e Satel: A CRCerror detected. Parameter values R(0) and the L PC bitsfrom thelast frame that
wasin state 0 are repeated. Theremaining decoded bitsfor the frame are passed to the speech
decoder without modification.

® Sate2:Identical to the action for state 1.

® Sate 3: Similar to the action for state 1, except that the value for R(0) is modified. A 4-dB
attenuation isappliedto theR(0) parameter: that is, if R(0) of thelast state O frameisgreater than
2, then R(0) is decremented by 2 and repeated at thislower level.

® Sate4: Similar to state 3. A further attenuation by 4 dB is applied to R(0) so that the level is
as much as 8 dB from the original value of R(0).

e  Sate5: Similar to 4. R(0) is further attenuated by 4 dB.

e Sate6: Theframeisrepeated; but thistimeR(0) iscleared to 0, totally muting the output speech.
Alternatively, comfort noise could be inserted in place of the speech signal.

Speech Decoder

Thespeechdecoder, V SEL P, convertsthe 7950-bpsinput datastreaminto 64-kbpsPCM data. In poor radio
conditions, the performanceof V SEL P has been shown to be superior to analog cellular. Thisis primarily
due to the error-protection and error-detection capabilities that are made possible by digital techniques.

When speech framesarel ost because of errorsand arenot correctabl e, the speech coderrepeats the previous
frameinformation. If thenumber of consecutivelost speech framesincreases, agradual muting isapplied.
Thus, gaps arefilled by using the characteristics of the human ear.

When the user data is not speech, but computer or facsimile data, then the speech decoder is bypassed.

Adaptive Spectral Postfilter

The perceptual quality of the synthetic speech can be enhanced by using an adaptive spectral postfilter as
thefinal processing step. Theform of the postfilter is

10
1_2 n,‘z_i
i=1

Hz)=——"  0<v <1

a; = Coefficient of synthesis filter



Audio Interface

The output of the speech coder, a64-kbpsbit stream, isinput to the audio interface, which consistsof the
following stages:

1. Digital-to-analogconversion

2. Reconstructionfilter

3. Receve-level adjustment

The reconstructionfilter minimizes the step transients caused by the D/A converter. The receive-level
sensitivity isdefined so that avalue of 24 in the RO field, theframe energy, causes an acoustic level of at
least 97 dB at thetransducer when measured by anartificial ear. ROequal to 24 representstheaverageframe
energy during aframe, whichis 18 dB down from full scale.

Summary

Thisreport presentsa brief functional overview of adigital cellular mobilestation. Emphasisisgiven to
the algorithmicdescription and implementationaspectsof each function. The main purposeof this paper
isto provide ageneral introductionto variousfunctional blocks. Refer to the other papersin thisbook for
adetailed implementationdescription of the individual functions.
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Introduction

This paper describesa C languagesimulationof both the transmit and receive baseband processingfor a
digital cdllular telephonethat meetsthe U.S. digital cellular standard (1S-54B). Thissimulationis needed
for tworeasons: first, to gain greater understanding of thelS-54 digital cellular standard and the associated
digital signal processing required in a terminal that meets this standard with a vision toward efficient
implementationon the TMS320 DSPs; second, to gain the capability to evaluatetheeffect of bit errorson
the speech coder (vector sum excited linear prediction, or VSELP) and 1S-54 control functions. This
necessitated development of a simulationof the 1S-54 processing and RF channel. See Figurel.

Thel S-54 standard separatesthedatabitsintoclass1 bitsand class2 bits. Theclass2 bitsarenot protected
and havelessinfluenceon the speech coder than class 1 bits. Theclass1 bitsare convol utional lyencoded
so that errorscan be detected and corrected. In addition, acyclic redundancy check (CRC) iscalculated
onthe12classl bitsdesignated as most perceptually significant. TheCRCisa soconvolutionallyencoded
for error detection and correction and is used to signify noncorrectableerrors in the most perceptually
significant 12 bitsfor special error handling provisions. Consequently, the evaluation of the effect of bit
errorson the voice coder must encompassall 1S-54 transmit and receive processing functions.



Figure 1. 1S-54B Simulation Processing Block Diagram
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Description

The 1S-54 simul ation starts with input speech parametersthat are organized into 20-millisecondframes.
Each frameis processed through the transmit path, the channel simulation, and the receive path.

Transmit Path

A block diagramof thelS-54 simulationisshownin Figure 2. The speech dataisreadinto thesimulation
from an input speechfile. Thisfileisbinary pul se-code-modul ated16-bit data. The V SEL Pencoder isthe
Motorolastandard, whichisavailablefrom theTIA. TheV SEL Pencoder and decoder are not incorporated
intothissimul ationbut arerun asaseparateprogram. Theoutput from that programisfed to thissimulation,
whose output is then used to create final PCM speech data. From the output of the V SEL Pencoder, the
most perceptually significant bitsof theencoded speechframeare packedinto abinary wordfor generation
of theCRC. The CRC iscal culated by first multiplyingtheinput word by 27 and dividing by apolynomial
givenin|S-54as.

gereX) =1+ X+ X2+ X4+ X5+ X7 o

The quotient is discarded and the 7-bit remainder is kept.

Figure 2. 1S-54 Error Encoding and Interleaving
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TheCRC, along withtheother class 1 bits(1S-54 Table2.1.3.3.3.4-2) from the V SEL Pdata, is packedinto
thecll array [1] to be encoded for forward error correction. The forward error correction is arate 1/2
convolutional encoder with an initial state of 0x00. This encoder produces two output bitsfor each bit
input. Thelast five bitsfed into the convolutional encoder aretail bitsof state0 toforcetheencodertoaso
return to the zero state. A block diagram of the convolutional encoder isshow in Figure 3.



Figure 3. 1S-54 Convolutional Encoding Block Diagram
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The output from the convolutional encoder, arrayscc0 and ccl (1S-54 para. 2.1.3.3.3.4), are then packed
into a260-hit slot dataarray along with theclass 2 bits(1S-54 Table2.1.3.3.4-1). During this packing, the
bitsare shuffledaround withinthes ot to minimizethe probability that aburst error would affect morethan
one bit in the same vocoder parameter. Thisis shownin Figure 2 as voicecipher. The 260-bit dot data
array isthen interleaved with datafrom the previousframe so that the resultant transmitted burst consists
of bitsfrom both the current and previousframes. Thisinterleaving of data acrosstwo transmitdlotsis
designedtorandomizetheburst error acrossthedatabits, thusincreasing the probability that bit errorswill
be detectable and correctable.

The data, which consists of speech and redundant error correction informationfrom two frames, is then
formattedtothel S-54 dlotformat. SeeFigure4. Thisconsistsof insertingthesync word, theSACCH data,
the CDVCCfield, and the reserved bits (the CDV CC and the reserved bit fields arefilled with Os in this
simulation). The base-to-mobileformat is used in order to focuson the processingstreamin the handheld
terminal.

The 1S-54 standard specifies the modul ation as /4 differential quadrature phase shift keying (DQPSK).
Theinputdataispairedintodibits, allowingfor four symbol sthat specify aphasechangefromtheprevious
point on the complex plane. Each dibit corresponds to an odd multiple of ©/4 phase changeresultingin
an 8-point modul ation constellation. These eight pointsare also called maximum-effect points.

The next functionin thetransmit path is the square-root-rai sed-cosine(SRC) filter. Thisfilterisemployed
on both transmitand receivesectionsfor thecompositeeffect of arai sed-cosinefiltertransferfunction. This
resultsin afilter responsewith nullsat the adjacent symbol sin order to minimizeintersymbolinterference.
The transmit SRC filter also includes 4X interpolation. The overall filter responseis split between the
transmit and receive sectionsto alow moreefficient use of bandwidth due to partial responsesignaling.



Figure 4. 1S-54 Slot Formats
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Channel Model

At thispointin an actual | S-54 handset, the datawould then beinput to the RF stagefor modulation of the
carrierfrequency. Becausethisisasimul ation,wechoseto substitutesimul atedf ading and noisegeneration
for the transmit and receive RF portions of the |S-54 processingchain.

In a maobile radio environment, signals from many paths combine a the antenna. Depending on the
rel ationshi pbetween the phaseanglesof thesignals, the effect of the combinationisinterferencethat can
be constructiveor destructive. As the mobile radio moves, the relationship between the phase angles
changes, causing the signalsto be combined randomly and providingachallengefor receiver and system
designers. Thetermfor thiseffectisfading, and becausethe magnitudeof theresult occursin a Rayleigh
distribution about the mean value, it is called Rayleighfading.
A simulator for generating Rayleigh fading was proposed by W. C. Jakes [4]:

N = 34; /* nunber of sinulated signals */

NO = 0.5 *(N/2 — 1); /* number of oscillators */

alpha = PI / 4;

V = 55; /* vehicle speed in MPH */

Fc = 850.0E+6; /* carrier frequency */

lambda = 3.0E+8 / Fc; /* carrier wavelength */

wnm=2 *P *Vv/ lanbda;

xc(t) = sqrt(2)*cos(alpha)*cos(wm*t);
xs(t) = sgrt(2)*sin(alpha)*cos(wm*t);
for (n =1 ; n <= NO ; n++)
{
wn = wm * cos(2*PI*n/N);
xc(t) += 2*cos(PI*n/NO)*cos(wn*t);
xs(t) t= 2*sin(PI*n/NO)*cos(wn*t);
}

xc(t) isthein-phase(cosine) component,and xs(t) i sthequadrature(sine) component. Thismodel provides
avery good approximation of theoretical behavior and isexcellent for general use.



Another major impairment to wirelesscommunicationsis within the radio itself. Asthe received signa
gets weaker, the signal-to-noiseratio decreases, and errors caused by therma noise in the radio receiver
can occur. This noiseis characterized by azero-mean, Gaussian probability density functionin the time
domain. Inthefrequency domain, the power spectral density of thermal noiseisconstantandiscalledwhite
noise. Inareal system, therearefiltersthat limit the bandwidth of thenoise, but thepower spectral density
of thenoiseisstill constant in thefilter passband, so it can still be called white. In thereceiver, the noise
isadded to thereceived signal and is therefore termed additive white Gaussian noise (AWGN).

Inthesimulation, aGaussian noisegenerator i s used that generatesnoiseaf unit variance and thenisscaled
to the variance required for the desired signal-to-noiseratio.

Receive Path

Thereceivepath (receiver) isalso shownin Figure 1. Raised-cosine-filteredsamplesarefedintothesync
detector, which looks for the sync word that occurs at the beginning of the slot. The sync detector looks
for thissync word over a4-symbol window, starting two symbols prior to the expected sync point. When
thedatamatchesthe proper dot sync word, thedataisfed intothe SRCfilter. Thisfilter isthesameasthe
transmit chain SRC filter described on page 36, except that the receivefilter performs4X decimation.

Afterit isfed through the SRC filter, the datais input to achannel equalizer. Asshown in Figure2, the
channel equalizer can be turned either on or off under command of the cellular base station. The channel
equalizeris not included in thissimulation and is the subject of a separate paper [9].

The delay detection process, also called differential decoding, istheinverse of the differential encoding
process in the transmitter. The delay detector computes the amount of phase change between two
successi veraised-cosine-filtered maximum-effect points. This can be shown easily with the exponential
notation for complex numbers. Let A*exp(j*P1/2) bethecurrent point and B*exp(j*P1/4) bethe previous
point. Now multiply the current point by the complex conjugate of the previous point:

A * exp(j * PI/2) * B * exp(~j * PI/4) = A * B * exp(j * P1/4)

Theresultis an exponential whose angleis the phase change between the previousand the current points.
Becauseit is the phase change that contains the information bits, the magnitude can be disregarded.

The deinterleave function recombines a frame of speech data from data received from two consecutive
receive dots. As discussed in the transmit chain description, the data is interleaved to minimize
susceptibility to burst errors. At thistime, thedatais divided back into the encoded class 1 (cc0 and ccl)
bits and the unprotected class 2 bits. The class 1 bits are then fed into a convolutional decoder while the
unprotected class 2 bits are held to recombine with the class 1 bitsonce decoded.

The convolutional decodeis performed viathe Viterbi algorithm. A two-dimensiona array is built that
is89 (the number of bitsinput to the encoder) columnswide and 32 (the possible number of statesaof the
encoder) rows high. This algorithm calculates the probability of possible paths through the array (which
represent the sequence of statesthrough which the encoder would have passed). This probability isadded
to the cumulative probabilitiesfor each of the possible preceding states to give acumulative probability
for agiven trellis position. Then, given that the beginning and ending statesdf the convol utional encoder
are0 (O istheinitial state and five tail bitsof 0 forceit back to state 0), the path of maximum probability
isselected by tracingthroughthearray fromendingstateto beginningstate. Withthepath throughthetrellis
known, the input bits are easily obtained. The path of maximum probability should produce the original
encoded bit stream, even in the presence of low bit errors.

The CRC valueand the 12 most perceptually significant bits are extracted from the decoded class 1 hits.
A CRCisrecalculated on these 12 bitsand compared agai nst the received CRC. Thisisdoneto detect the



presenceof errorsin these 12 bits. If the CRCs match, thereceived V SEL P speech parametersare sent to
the VSELP decoder. If they do not match, a state machine (1S-54 para. 2.2.2.2.3.2.) is employed for
handling theerrors. This state machine stores the last good set of speech parametersfor usein cases of
repeated CRC errors. The received speech parametersare then fed into the V SEL P decoder for speech
synthesis.

Using the Simulation

Onedf thegoalsin developing thissimulation wasto ensure that it is portable acrossdifferent computing
platforms. To thisend, every attempt was made to useonly ANSI-C compatiblecallsand syntax. Thecode
wasoriginally developed using Borland C++ 3.1 running on 4861331 SA PCs. It wastested and modified
to makeit compatiblewith the Microsoft Visual C++ 1.0 and Zortech C++ 3.0 compilers, which support
ANSI-C compliance.

To run the simulation, a command file, IS54SIM.PRM, is utilized to passall required information to the
program. Additionally, another file, SRC_FILT.DAT, isrequiredand contains the square-root cosinefilter
coefficientsnecessary for thesimulation. Thesefilesand thesimulation programmust al residein thesame
working directory.

Theformat of the commandfileissimple. It isan ASCII file that contains four lines:

1. Thedesired SNR

2. Theassumed vehiclespeed

3. Thecarrierfrequency (usedin Fading model)

4. Thefilenamefor theinput speech datathat hasalready beenV SEL P processed (Thisfile should
also be in the working directory.)

The SRC_FILT.DAT fileisalso an ASCII file, where each lineis acoefficient used by the SRCfilter.

After running the ssimulation (by typing the program name on the system command line), there are seven
output files produced, all of which residein the current working directory. These files are summarized
below.

IS54SIM.OUT An ASCII-Hex version of the 193-bit V SEL Pdatarecovered for each frame

RAWTXBIT.OUT An ASClI-Hex versionof the 324-bitformatted TDMA dlot prior to transmis-
sion

CLTXBIT.OUT An ASCII-Hex versionof the89 class 1 bitsand 82 class 2 bitsfor thetransmit
slot

CLRXBITS.OUT AnASCII-Hex versionof the89class 1 bitsand 82 class 2 bitsrecoveredin the

receiveslot. Eachlineof receivedata(oneper slot) isappendedwiththecurrent
CRC error state (0-7).

RAWRXBITS.OUT An ASCII-Hex version of the 324-bitformatted TDMA slot prior to decoding.
Each linedf receivedata (one per dot) isappended with thecurrent CRC error
state (0-7).

By examining these output files, a user can determine the performance of an 1S-54 transmission under
varying levelsof SNR (degradationin the channel). This program also outputs the number of received
frameswith valid CRC, the number of frames with invalid CRC, and the bit error ratesfor each field for
CRC-validframes.



The simulation was compiled and run on IBM-compatible PCs using several compilers. The simulation
runsthreeto six slots per second on a486DX-33MHz PC.

Code Availability
Theassociated programfilesareavail ablefrom TexasInstrumentsTMS 320 Bulletin Board System (BBS)
a (713) 274-2323. Internet users can access the BBS viaanonymousftp at #.com.
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Introduction

TIA subcommittee TR45.3 hasadopted vector sumexcitedlinear prediction (V SEL P) asthe voicecoding
standard for U.S. digital cellular communications. Motorola was responsible for the design and
development of the VSELP agorithm. Additionaly, Maotorola has kept implementation details of the
V SEL Pagorithm proprietary. This paper explainsan interoperableV SEL P alternativealgorithmand the
implementationof thisalgorithmon aTMS320C5x digital signal processor. The interoperablealgorithm
isdeveloped using reference[1] asaguideline.

The VSELPagorithmisatype of code excited linear predictivecoding (CELP) algorithmthat has been
adopted as the standard for digital cellular communications. The V SEL Pvocoder encodesspeech at a bit
rate of 7950 bitdsecond. An additional 5050 bitdsecond are utilized for error protection and
synchronization, bringingthetotal bit rateto 13,000 bitd second. Thispaperdescribesonly thevoicecoding
portion of the vocoder. A brief overview of the VSELPalgorithmis presented for background.

Overview of VSELP

Structurally, the V SEL Pal gorithmclosely resemblesthe CEL Palgorithm. Thedifferenceliesin theform
and structureof the code books. Whereas CEL P uses a stochastically overlapped code book (each entry
sharesall but twosampleswith itsneighboringentries), VSELP utilizes twosetsof basisvectorstogenerate
the space of candidate vectors. Thus, the stochastic code book search of CEL P correspondsto two code
book searchesin VSELP. There are seven basis vectors for each search. Each basis vector contains 40
elements. The sdlection of the basis vectorsisfundamental to deriving fast code book search procedures.
The basis vectors chosen provideforfast orthogonalization of the entire space. By orthogonalizingeach
of the seven vectorswith a vector V, theentire 128 (27) space, defined by the seven basisvectors,isaso
orthogonalized.

An open-loop LPC analysisis performed on aframe of speech to derive a set of LPC filter coefficients.
These coefficients are bandwidth expanded for use in perceptua error weighting filters, H(z) and W(z),
whereH(z) = 1/A(z) and W(z) = A(z)/A(z/Y). Theinput frameof speechisfiltered through thefilter W(z)
to obtain a perceptudly weighted frame of speech. The analysisby synthesis proceeds with three code
books (unlike CEL P, which proceedswith two). First, theadaptivecode book is searched and theresulting
best entry and gain are found. Thisentry multiplied by its gain factor is orthogonalized with the first set
o sevenbasisvectors. Thus, the second codebook searchcan be performed independentlyof thefirst code
book search. Thenew set of basisvectorsis used form thecode book for the second search. The best entry
and gain arefound for this code book and orthogonalizedwith the second set of basisvectors. Findly, the
third code book searchisperformed. Thegainsof each of thethreecodebook searchesarejointly quantized
and transmitted with the three code book indicesto the receiver.

Thebasic blocksin the VSEL P coder are:

Tenth-order L PC analysis(spectrum predictor)
Long term (pitch) predictor

Adaptive (pitch) code book search

First basis vector code book search

Second basis vector code book search

Vector quantization of the code book gains



The primary VSELP parametersare outlinedin Table 1.
Table 1. Primary VSELP Parameters

Symbol Parameter Value
SR Samplingrate 8 kHz
Nk Samples per frame 160
NsF Samples per subframe 40
Np LPC filter order 10

My No. basis vectors (1) 7

M2 No. basis vectors (2) 7
BWEXP Bandwidth expansion 0.8
LTFORD Long term filter order 1

The VSELP algorithm has been developed from references [1] and [2]. These references contain
information pertaining to the high-level descriptionof thea gorithmand provideno actual implemented
software (high-level or assembly).

Bit Allocations

Table 2 showsthe bit allocationfor the VSEL Pframe. Theframeenergy (RO) and reflection coefficients
(LPC1-LPC10) are sent once per frame, while the pitch lag (LAG1-LAG4), code book indices
(CODE1_1-CODE1_4,CODE2_1-CODE2_4), and gain indices(GSPO_1-GSP0_4) are sent four times
per frame.

Thetotal number of bits per 20-millisecond speechframeis 159, yieldinga voicecoder bit rate of 7950.



Table 2. VSELP Frame Bit Allocation

Parameter Bits Description

RO 5 Frame energy

LPC1 6 I st reflection coefficient
LPC2 5 2nd reflection coefficient
LPC3 5 3rd reflection coefficient
LPC4 4 4th reflection coefficient
LPC5 4 5th reflection coefficient
LPC6 3 6th reflection coefficient
LPC7 3 7th reflection coefficient
LPC8 3 8th reflection coefficient
LPC9 3 9th reflection coefficient
LPC10 2 10th reflection coefficient
LAG1 7 Lag, SF 1

LAG2 7 Lag, SF 2

LAG3 7 Lag, SF 3

LAG4 7 Lag, SF 4

CODE1_1 7 Ist CBindex, SF 1
CODE1_2 7 1st CBindex, SF 2
CODE1_3 7 Ist CBindex, SF3
CODE1_4 7 1st CB index, SF 4
CODE2_1 7 2nd CB index, SF 1
CODE2_2 7 2nd CB index, SF 2
CODE2_3 7 2nd CB index, SF 3
CODE2_4 7 2nd CBindex, SF 4
GSPO_1 8 Gain index, SF 1
GSP0_2 8 Gain index, SF 2
GSP0_3 8 Gain index, SF 3
GSPO0_4 8 Gain index, SF 4




Perceptual Weighting

Perceptual weighting of theinput speech signal (or theerror signal) improvesthe performanceof thecoder.
The high-energy formant regions of the speech spectrum mask noise better than lower energy portions of
the spectrum. The error signal generated by each synthesizer passisweighted appropriately to capitalize
onthisperceptual effect. Thefilter amplifiestheerror signal spectrumin nonformant regionsof the speech
spectrum and attenuates the error signal spectrum informant regions. Thus, an error signal whose spectra

energy isconcentrated informant regions of the speech isconsidered better than one whose spectral energy
isnot located under formants.

Open-Loop LPC Analysis

Each incoming speech frame is processed through an open-loop LPC analysis to generate the filter
coefficients used in the remaining portions of the algorithm. The input speech isfirst windowed using a
Hamming window, then an autocorrelaion is performed and the result is normalized based on the energy
of thefirst coefficient of the autocorrelation.

Theautocorrel ation coefficients arethen windowed for bandwidth expansion and spectral smoothing using
arectangular (in frequency) window. The smoothed autocorrelations are the input to a Leroux-Guegan
routine, which transforms the autocorrel ation parametersinto reflection coefficients. The L eroux-Guegan
algorithm was chosen because it isideal for fixed-point implementation and is very efficient.

A stability check isperformed inthe L eroux-Guegan algorithm by monitoring thermsvalue. If thermsfalls
below 0, the Leroux-Guegan is terminated, and the previous reflection coefficients are used. This
instability can occur from ill-conditioned autocorrelation coefficients.

Interpolation

Because the reflection coefficients generated by the L PC analysis represent the spectrum of the speechfor
oneframecentered over thefourth subframe, the coefficientsfor theremaining subframes areinterpol ated
from the current and the previous frame's coefficients. The direct form-filter coefficients are linearly
interpolated. The following table shows the interpolation scheme:

a; = (0.75)aj(previous) (0-25)aj(current) subframe 1 formula
aj = (O-So)ai(previous) (0.50)aj(current subframe 2 formula
aj = (0.25)aj(previous) (0.75)aj(current subframe 3 formula
3 = aj(current) subframe 4 formula

Interpolating thedirect form coefficientscan result in an unstabl efilter; therefore, theresulting coefficients
must bechecked for stability. For thefirst, second, and third subframes, thefilter coefficientsareconverted
toreflection coefficients. If any of the resulting reflection coefficients' magnitudes aregreater than 1, then
the interpolation process has produced an unstable filter. To remedy thisinstability, thefilter coefficients
for the subframe are replaced by the uninterpolated filter coefficients. For thefirst subframe, the previous
frame's uninterpolated filter coefficients are used. For the third subframe, the current frame's
uninterpolated filter coefficients are used. The second subframe uses the uninterpolated filter coefficients
from the frame (previous or current) that has the higher energy. For the case when the energies are equal,
subframe 2 uses the uninterpolated filter coefficients from the previous frame.



The following data flow illustrates the procedure for quantization and interpolation of the LPC filter
coefficients.

Figure 1. LPC Filter Coefficient Quantization and Interpolation
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Thelong-termfilteringoperation (adaptivecode book search) for VSELPis similar to the general CELP
long-term filtering operation. The long-termfilter is given by:

1
1-Bz*

Quantized
LPC coeffs

LPC coeffs

B(z) = 1

Toaccommodatelags|essthan the subframe size (L < NSF), theequationis modified such that thefilter's
output isonly afunction of thefilter state at the start of a subframe.

1

B(z) = ———
(Z) 1- Bz‘m%l:)l‘

(€))

Theflr(x) function truncatesthe fractional portion of x, returningonly the integer portion of x. For L <
NSF, theequationsareidentical. For L < NSF, the fir functionwill evaluateto 2 when n= L, asdepicted
in Figure 2.



Figure 2. Adaptive Code Book Search
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InFigure2, theportion of theadaptivecode book utilized (call thissubvector by ) isof length NSFand starts
at the index defined by the current lag value in the search procedure. For L = NSF, this procedure is
straightforward because the length of by fits (see Figure 2) inside the adaptive code book. The VSELP
algorithm supportslagsfrom 20 to 147; therefore, a special situation exists when thelag (L) isless than
NSF. Inthis case, theby vector is placed such that aportion of it hangsover the adaptive code book. These
elementsof the adaptivecode book (long-term filter state) do not exist yet. Theflr function of equation [2)
remedies this by doubling the lag (code book index value). This results in copying the first NSF- L
elementsof the by vector to theending NSF- L elements.
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Figure 3. Code Book Search Signal Flow
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Foreachlag (20 1 L = 146), avectorcalledby (n) of length NSFisextractedfrom theadaptivecodebook.
This vector isfiltered through the bandwidth-expanded L PC filter H(z). The resulting vector, b’ (n), is
compared to theinput vector p(n). Thep(n) vectoristhe perceptual ly weighted input speech vector minus
thezero-input responseof H(z). Thezero-inputresponseissubtractedfromtheinput speechtoremoveany
of theringingof theH(z) filter caused by the previoussubframe. Theby, vector that producesthe minimum
mean sgquare error (M SE) (or maximum match score) compared to p(n) is chosen as the best vector from
the adaptive code book. Thelag L that produced thisby vector is transmitted to the receiver. The match
scoreisdefined as.

where:

Cu?

MS = G,

NSF-1

G = (b @)
n=0

NSF-1

C.= D bumpm)

n=0

3

@
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Indigital cellular VSELP, B is restricted to positive numbers; therefore, only lags with a positiveCy_ are
considered in the search procedure. If no lag with a positive Cy_ can befound, the adaptivecode book is
disabled. Thelagiscoded using seven bits, yielding 128 possiblelag values. Sinceonly 127 of thesevalues
arevalid(20 = L =< 146), onelag valueisreservedto disabletheadaptivecodebook searchin thedecoder.
It should be noted that the gain coefficient is not coded at this time. After al three code vectors are
determined, ajoint optimizationis performed on the three gain terms, B, y1, and 2.

Our implementation precomputes all of the correlations and energies and stores them. The temporary
storingof these parametersis not strictly necessary; however, it allowsustofind ascal efactor so the search
can be performed utilizing maximum dynamic range. Preserving dynamic rangeis very important for a
proper pitch search.

Code Search Algorithm

Each of the two code books is constructed from a set of M basis vectors. These vectors are combined
linearly to form a code book of size 2M. The code book vectorsare described by:

4@ = > BinVa(n) (©6)
m=1

where v, isthe mth basis vector and ; is theith code-book vector. The valueof 8 iseither +1 or -1 and
isformulated as follows. Each of the code book vectors, u;, isindexed by i. If theindicesare viewed in
binary form, M bitsarerequiredto represent theindex space. If the LSB of theindex isdefinedasbit 1 and
the MSB isdefined as bit M, then 8;;, can be defined as:
If (bitmof indexi=1)

then 6j, = +1
If (bitmof indexi=0)

then 6j, = -1
Thefollowing providesan example for the trivial case when M = 2. Thisdefinesa code book size of 22,

or 4. Inthiscase, only two basisvectorsarerequired, namely vy and v,. Each of thefour codebook vectors
is developed below.

ui=9i1><v1 +9i2><V2

ug=ugg =009 X vy +6p2 X vy V] +Vy
up =ugp =01 Xvi+013Xvy_—Vvi+Vy
uZ=ul0=921XV1+922XV2=V1—V2
U3=ull=931XV1+932XV2=—V1—V2

It should be noted that ug = —u3 and u; =-uy. Theseare called complementary codebook vectors, and this
property isexploited in the code book search to reduce computational requirements.

The VSELP code book structure was defined above for a static single code book. The formula below
expandsthe notation to describe aV SEL P structure with multiple static code books. From equation (6):

M
u(n) = z eika,m(n) )

m=1



For digital cellular VSELP, k =1 or 2; that is, two static code books are used. The three code books are
searched sequentidly. First, the adaptivecode book is searched for the optimal vector assuming yl =0 and
¥2 =0. Thetechnique used in searching the adaptivecodebook isdescribed above. For the stochasticcode
book searches, it is necessary to generate the zero-state response of each code vector to H(z). Thisis
accomplished by filtering each of the M (M=7) basis vectorsfor each code book through H(z) with the
history of H(z) set to0 prior tofilteringeach vector. Theresultingcode vectors are defined by equation (8):

M
fii(n) = Z 0imQxm(n) ¢))

m=1

where gk m(n) is the zero-stateresponseof H(z) to the basis vector vy m(n).

Theresult of thefirst searchisthe optimal lag value and the optimal by (n) vector. The by (n) vector times
its gain, B, represents the adaptive code book's contribution to the excitation signal. Next, the first
stochasticcode book is searched, given by (n). Thisresultsin an optimal code vector and corresponding
index (I) for thefirst codebook, f 1. Finally, thesecond code book issearched given by (n) and f 1(n). This
resultsin an optimal code vector and correspondingindex (H) for the second code book, 5 g(n).

All of the searches in this implementation take full advantage of the ’C5x MAC instructionsand are
optimized for speed.

Orthogonalization of the Code Vectors
Theerror signal generated after each of the code vectorsfrom each code book is selectedis:

e(n) = p(n) - fbu(n) - Ylfi (n) — ¥2f(n) ()]
and
NSF-1
Total weighted error = z €4(n) (10)
n=0

Giveny2 = 0 and by (n) for thefirst code book search, optimal valuesfor B, yl, and f; y(n) must befound.
This however, would be too computationally expensivefor real-time performance. If the b’y vector and
the each of the code vectorsfj 1 are orthogonal, then yl and the code vector can be jointly optimized
independent of 3. By orthogonalizingeachof the basi svectorsto theb’y (n) vector, theentirespaceof code
vectors is orthogonalized. The Grahm-Schmidt algorithmis used to perform this orthogonalizationas
follows:

NSF-1

T= Z (b’ (n))? (11)
n=0

and

NSF-

Y= Z bn)q ) forlsmsM (12)
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The orthogonalized, filtered basis vectorsfor thefirst code book are defined by:

Yn
@ 1m(®) = qim(®) - bu(n) (13)

The orthogonalized, filtered code vectorsfor the first code book are defined by:

M
£m) = > 0,0 1a(m) forosi = 2M-| (14)

m=1
The new expression for the total weighted error for the first code book searchis

NSF
B’ = D (p) - v,f @) (a5)
n=0

Thisexpressionisindependent of b and by, and also assumes no contributionfrom the second code book.
The valuefor the gain is computed for each code vector but is not encoded yet. As stated previoudy, the
valuefor the gains of each of the vectors contributing to the excitation vector arejointly optimized after
all searchesare complete.

The second stochastic code book searchisidentical to thefirst except that the basisvectorsfor the second
code book are orthogonalized to both the by (n) vector and to the optimum code vector from code book 1,
f”1,1(n). This orthogonalization can be performed sequentially. Thefilter basis vectors, qz m(n), arefirst
orthogonalizedto by (n). The resulting vectorsare then orthogonalizedto f' | j(n).

The orthogonalized, filtered code vectorsfor the second code book are defined by:

M
£540) = > 8@ for 0= i = 2M-) (16)

m=1
The new expression for the total weighted error for the second code book searchis

NSF
E’, = Z(P(n) - 'Yzf’z.i(n))2 a7
n=0

For theimplementation of the fixed-point VSELP, a modified Grahm-Schmidt algorithm was used. The
difference between this Grahm-Schmidt and the one just presentedis that thisoneis scaled by an energy
constant. This scale washes out in the code book search, yet avoids an expensive division and preserves
dynamic range.

Gray Code Search

In this section, afast search procedurefor finding the best code vector from the stochastic code book is
developed. As with the adaptive code book search, the vector that minimizesthe MSE (that is, that
maximizesthe match score) is sought. Note that the subscript denoting thefirst or second code book has
been dropped for clarity. The code search procedures are identical for each code book. The match score
is defined as:



MS = ((é—l)z (18)

The search procedure cal culates the match score for each vector in the code book. The best code vector
(indexed by i) will have the highest match scoreof al code vectorsin the code book. The computational
requirementsfor one subframe search of one code book is 2 x NSF multiply-accumulates(MACS). This
resultsin a code book search computational requirement of:

MACS codebooks) X 4(mnf§

M _ fram 19
2 x NSF x 2M(—2 S5== x (220 frame ) X SOC-EEE) (19)

= 41 x 10(MACS)

To reduce this complexity, the structure of the V SEL P code booksis exploited. Defining the correlation
between the p(n) vector and thefiltered code vector, £’j(n):

NSF

C = > fpm) (20)
n=0

Expanding f’i(n) using equation (8) yields:

NSF-1 M

= > > 8ind n®p® @1)

n=0 m=1

Rearrangingthe summationsyields:

M NSF-1
= > 0 > @n®p® 22)
m=1 n=0
Defining
NSF-1
Ry =2 ) g'm(np(n) (23)
n=0

then substituting this back into 22 yields:

M
_1
C=3 mZ OinRn (24)

Defining the gain of thefiltered code vector, f’i(n):

NSF-I

Gi= ) (Fm) (25)
n=0
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Expanding f’;(n) using equation (8) yields:

NSF-I

= > Z 0ind’ m(n))(z 0,0’ w) (26)

n=0 m=1

Rearranging the summations yields:

NSF-I

§ § CNCH Z q';()q () @7
m=1| j=I n=0
Defining
NSF-1
Dy =4 ) q'w®)qm) 28)
n=0

and substituting back into equation (27) yields:

G = ZZe,me,, 7 (29)

m=1 j=1

Because:

0,0, = 6,,0

ijYim imYijj
and:

0,6im

1

1 for j=m

the equation can be expanded to:

Ml

M
1 1
3. 0.,0,Dn; + 3 > Dy (30)

Given two code wordsindexed by i and u such that u differsfromi by only onebit (that is, bit position v),
then:

euv = _eiv (31)
0,, =0, form!=v (32)

ThecorrelationsC; and C, arerelated by:
C, =¢C + 0.R, (33)

Thegains G; and G, arerelated by:
M

G, = G, + Zewe Dy, + > 0,8.D, (4)

ji=1 )=v+l



If the code book is searched in a sequence such that the code vector index changes by only one bit from
the previouscode vector index, then the previousset of equationsleadsto avery efficient method to search
the code book. By sequencing the indices using a Gray code, only one bit will change as theindices are
generated. In addition, only half of each code book needs to be searched because the other half is the
complementary set of code vectors(differingonly by sign). Thesign of C; ischecked to determinewhich
of thecomplementary code vectorsyields apositivegain y. The resultingcomputational requirementsare
now reduced to:

CR=2x 4 x 50 X {[2x ML x NSF+M1+28]+[2-; x (M1 + 2)])
= 0468 x 105MACS 35)

Gain Quantization

Thegain vaduesfor each of thethreecode book contributionsto theexcitation vector arejointly optimized
using avector quantizationtable. The devel opment of the quantization procedurecan befoundin [1]. The
parametersrequired for the joint vector quantization of thegain values are:

N-1
R.(G.K) = > ¢ @eym) k=02 j=k?2 (36)

n=0

wherec’(n) denotesthe kth (k=[0...2]) excitation contribution vector filtered through the H(z) synthesis
filter. Therefore, the upper triangular matrix R, isthe crosscorrelation matrix of the threefiltered code
book excitation contributions.

N-1
Rpe(k) = > p()c’ym) k = 0,2 37)
n=0

wherep(n) is the perceptually weighted speech minustheringingin the synthesisfilter from the previous
frame. Thethree-elementvector Ry, isthecrosscorrelationvector of thethreefiltered code book excitation
contributionswith the p(n) vector.

N-1
R(k) = > i) k =0,2 (38)
n=0

wherecy(n) denotesthekth (k=[0...2]) excitation contributionvector (not filtered). Thus, thevectorRy (k)
denotesthe energy in each of the three code book excitation contributions.

Equation (39) defines the parameter RS, the energy in the LPC filter's residual signal.

NP
RS = NSF X R'0) x []d-r2) (39)

1=1

whereR’4(0) is theaveragepower in thecurrent subframe of speechand theproduct seriesisthenormalized
error power in thesynthesisfilter. R’4(0) isinterpolated from R4(0) at the subfrarnerate using the strategy
in Equations40 - 42.



R’ 4(0) = Ry(0)previous frame for subframe 1 (40)

R’4(0) = Rq(0)cyrrent frame for subframes 3,4 41)

R'4(0) = /Ry(0) previous trameR o(@ecurens frame for subframe 2 (42)

The error equation used in searching the quantization tablesis:

E = -a/GS PO - b/GS P1 —c/GS (1-PO-P1)

+ d GS /PO P1 +e GS /PO(1-PO-P1) +f GS /P1(1-PO-P1)
+ g GS PO + h GS P1 +1i GS (1-P0-P1) 43)

wherePy isthefraction of the coder excitation energy dueto the adaptive code book contribution, Py isthe
fraction of the coder excitation energy due to the first stochastic code book, and GS is an energy tweak
parameter (GS=R/RS). Note: (1-PO -P1) isthefraction of the coder excitation energy due to the second
stochastic code book. The definitions of athrough i follow:

a = 2R,.(0) % (44)
b = 2R,(1) R—‘f(sl—) 45)
¢ = 2R(2) R—‘f(% (46)
3
555
R

_ R(0,0RS (50)

R,(0)



R.(1, )RS

h = =R G
R..(2,2)RS
= _——Rx o) (52)

ThevauesRO, P1, and GS are vector quantizedin athree-columntable of length 256. For each subframe,
theindex of theelementsthat minimizetheerror equation (43) is selected. The resulting code book gains
aredefined by the following equations, where the subscript vq indicatesthe index of the best tableentry.

RS GS,, PO,,
=y TRO 9
/RS GS,, P1
thy - [/— ——41_ ¥
qu - Rx(l) (54)

RS GS,, (1-P0,,~P1,,
Yzq - ‘/ Rx(l) (55)

For the fixed-point implementation, the energies are cal culated and converted up front to floating-point
format. The parametersare then calculated in floating point because of the wide dynamic range. These
parametersare then scaled back to the 16-bit integer domain according to the largest of the parameters
(hence, the ratios between parametersare maintained.)

Speech Decoder

The speech decoder resemblesthe encoder with the following exceptions:

o The coefficientsfor the LPC synthesisfilter are not the bandwidth-expandedones. They are
taken from the RC coefficientsin theRX bitstream.

Thereis no closed-loop search procedure.
® Thereisan adaptive postfilterin the signal flow.

The coefficientsfor the filter A(z) areinterpolated at the subframe rate from the reflection coefficients
received at theframerate. For each frame, the quantized reflection coefficientsspecified by the bitstream
areconvertedtodirectform-filter coefficients. They aretheninterpolated using thesameschemeasdefined
in the interpolationsection. The three code book indices are used to ook up the correct vector in each of
the code books. Each selected vector is multiplied by its corresponding gain value as calculated using
equations (53), (54), and (55). The three scaled code book contributions are then summed to form the
excitationsignal and applied asinput to the L PC synthesisfilter A(z). In addition, thisexcitationsignal is
fed back into the adaptive code book. The output of the L PC synthesisfilter is called the nonpostfiltered
speech vector. To mask the effects of quantization in the coder, the speech is filtered through a spectral
postfilter.



Adaptive Postfilter

The adaptive postfilter shapes the noise spectrum to match the speech spectrum, thus hiding the effects of
guantizationintheV SEL Pcoder beneaththeformantsof thespeechsignal {12]. Given thespeechsynthesis
filter, 1/ A(z), the postfilter is defined as:

(56)

where 0 = bwfl =< bwf2 < 1. With bwfl and bwf2 defined as bandwidth expansion factors (like the
bandwidth factors used in the perceptual-weightingfilter), this filter boosts the formantsin the speech
signal. Several methodsexist for theimplementation of the postfilter. Two methods are outlined below.

TIA Postfilter

A problem with the postfilter described aboveisthe accentuation of the speech signal's spectral tilt. This
resultsin the attenuation of the higher frequencies of the speech spectrum. The method described in [1]

requiresthe use of a Levinson-Durbinrecursion after the bandwidth expansion of the speech correlation
coefficients. The denominator coefficients are converted to autocorrelation coefficients and then

bandwidth expanded by w(i) = 0.923077GX1)_ Final ly, these autocorrel ation coefficientsare converted

back to filter coefficientsviaaLevinson-Durbin recursion. This provesto be computationally expensive
and providesno quality improvement compared to the method described below. In additionto the spectral

shapingfilter, a brightnessfilter is used to boost the high frequencies. The speech, after passing through
thefilter H(z), is scaled to remove any gain introduced by the filter.

NSF-1

> Gam)?
n=0
Scale = I 1))
> (Sou@)?
n=0
The scale valueisthen passed through afirst order low-passfilter to remove discontinuities:
Scale’(n) = = 0.9875 x Scale’(n-1) + 0.125 x Scae (58)

Modified Postfilter

Rather than adjusting for the spectral tilt in the postfilter viaadj usted numerator coefficients, thismethod
utilizes an adaptive brightnessfilter. Thefirst reflection coefficient of the numerator filter is used asthe
coefficientfor thebrightnessfilter. This method i sdescribedin [14]. Thisresultsin thesamespectral effect
as the specified method, yet it is computationally less expensive. This is the method we used for our
implementation.



Features of VSELP

The codebook describedaboveallowsafast code book search to be conducted. Memory requirementsare
alsoreduced sinceonly thebasisvectorsarestored (not theentirecodebook). The sel ected code book index
isrobust to channel errors becausean error in theindex changesonly thesign of one of the basis vectors.
Most importantly, the gains associated with each of the vectors contributing to the excitation vector are
jointly optimized and quantized.

TMS320C5x Real-Time Implementation

The DSPSE implementationof V SELPon the TMS320C5x is written entirely in assembly code so that it
canfit on one’C5x running at 20 MIPS. The two main functions, analysisand synthesis, are completely
modular and C callable. The memory and MIPS requirementsare listed below.

Processing Requirements
Thetablebel ow liststhe processor utilizationrequirementsfor theTMS320C5x V SEL Pvocoder software.

Table 3. VSELP Vocoder Processor Requirements

MIPS Utilization at MIPS Utilization at
Application Maximum 20 mipst Average 20 MIPSt
Analysis 16.10 81% 15.30 7%
Synthesis 3.60 18% 3.32 17%

1 Values reflect execution from zero-wait-state external SRAM and use of TMS320C5x internal RAM.

Memory Requirements

Thetablebelow liststhememory requirementsfor theTMS320C5x V SEL Pvocoder software. All memory
specificationsarein unitsof 16-bit words.

Table 4. VSELP Vocoder Memory Requirements

Function ROM On-Chip RAM | External RAM Total RAM
Analyzer 8.2K 1.5K 0.23K 1.73K
Synthesizer 3.32K 1.1K 0.23K 1.33K
Full Duplex VSELP 9.0K 1.55K 0.42K 1.97K

The three on-chip memory blocksare b0, bl, and b2 and are used asfollows:

Block b0 isaspecial blockinthatitistheonly segment of RAM that can beswitchedinto programmemory.
This feature is useful for filtering operations such as the MACD instruction. Because this memory is
dynamically switched as program or data memory, no static variablesreside in this block. However, this
block is used as temporary memory in the code book searches.

Block bl is used in two ways. Thefirst 350 locations are used as temporary scratch-pad memory. The
remaininglocationsare used for time-critical bufferssuch astheintermediateweighted excitation vectors
and the stack.



Block b2isused to overlay local temporary variables. Thisstrategy not only savesmemory but also alows
al local variablesto be placed in fast dual-access RAM for maximum DSP performance.

Speech Coder Quality

Quality measureswere used to compare the speech output of thefixed point VSELP(TMS320C5x) with
aC model of the TIA reference synthesizer. Theinput bitstream for each of five speakers(threemae and
two female) produced five referencefiles, both postfiltered and nonpostfiltered. Thissame bitstream was
used asinput to the ’C5x implementationsof the V SEL P coder. The resultingspeechfiles werecompared
to the referencefiles using the SNR measure described below.

SNR Measurements

To track the progressof agorithmic modification, the segmental SNR measurewas used. Thesegmental
SNR isthe average of the each subframe's SNR over some segment of speech.

NSF-1

i=L-1 Z si(n)*

n=0

SegSNR = T > 10 * loguo(z ) (59)
= D () =s,(m)?
n=0

where L isthe length of the speech segment in subframes, s; is theinput speech, and s, isthe synthetic
speech. Thismeasureisused intesting vocoder implementati onsagai nst thereferencevocoder. For thefive
reference files, the output of the synthesizer was compared to the output of the reference vocoder's
synthesizer. All the SNR valuesfor thefixed-pointimplementati on weredistri buted between 25 and 30dB.

DTMF Performance

The VSELP agorithm must pass the dual-tone multifrequency (DTMF) signas to allow for remote
signalingand dialing. Several DTMFfileswererecordedand processed throughtheal gorithm. The Fourier
spectrawere analyzedfor proper frequency content. In addition, theresulting fileswere used to signal the
central office and correctly initiate a tel ephone connection.

A Typical Digital Cellular Vocoder Configuration

Figure4 illustrates a possible digital cellular system configuration. Analog speech sampled by the A/D
converter is processed by the TMS320C51 digital signal processor to producea V SEL P coded bitstream.
This bitstreamis passed through the error-coding bl ock to protect the data against channel errors. Finaly,
theerror-coded V SEL Phitstreamismodul atedand transmittedto thecellular basestation. Sincethedigital
cellular telephoneis full duplex, incoming RF data is simultaneously processed in the reverse order to
produce speech. The incoming signal is demodulated and error corrected before the VSELP synthesis
processingand D/A conversion.



Figure 4. Possible Digital Cellular System Configuration
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Code Availability

The associated software is available for licensing from DSP Software Engineering Incorporated, 165
Middlesex Turnpike, Suite 206, Bedford, MA 01730
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Abstract

Programmabledigital signal processorsarecommonly used in U.S. digital cellular terminal designs. All
digital cellular transmitters employ convolutional and CRC codes to protect against channel-induced
errors. Receiverstypically use Viterbi decodersand CRC syndromechecksto verify that the decoded data
contains no errors. This paper presents selected implementation examples of the error-protection and
correction functions of various cellular data channels using the TMS320C5x digital signal processor
family.

Introduction

ProgrammableDSPsare widely used in the new U.S. digital cellular (USDC) radio designs. The primary
functionof the DSPsin thesedesignsis baseband signal processing. However, many designsarea sousing
the newer DSPsasthesystem coordinatorin theradio, atask typically performed by amicrocontroller. This
trend is caused by a) system care-aboutsof low cost, low power, and small form factor, and b) newer
generations of DSPs (such as the TI TMS320C5x family) that have architectures suitable for
microcontroller-typefunctions.

One of the severa signal-processing-intensivetasks that adigital cellular radio needs to performiserror
protectionand correction. Thel S-54 voicechannel stransmit voiceand control informationin digital form.
Although these radio links are primarily used for digital voice transmission (VSELP), a portion of the
channel capacity is reserved for control information. This relatively dow bit-rate link is used for
background control information such as broadcast messages, mobile-assi stedhandoffs, etc. Thisiscalled
dow associated control channel (SACCH) in 1S-54 terminology. Another type of signaling channel is
calledfast associated control channel (FACCH). However, FACCH messagesare not sent simultaneoudly
withthevoicedata. They replacethecompressed voicedatawhenever necessary. Figure1 showshow these
messagesare multiplexed with voice data.

Figure 1. Voice and Control-Channel Multiplexing Over One Time Slot
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These three digital datachannelsemploy extensive error-protection and correction mechanismsto protect
all or most of the transmitted information. Convolutional codes, CRC codes, and bit/frame interleaving
techniques are used for this purpose. The convolutional coding schemes used by these three channels are
notidentical and requireslightly different decoding methodsto beemployed by thereceivers. Despitethese
minor differences, the basic decoding algorithm used by thethree channelsis usually a Viterbi algorithm.
In the rest of this paper, these channel formats are explained separately, a suitable decoding scheme is
presented, and its implementation details are discussed.

VSELP Channel Format

TheV SEL Pencoder compresses thedigitized speech from 64 kbpsto 7.950 kbps. Additional information
is added for error protection to increase the total data transfer rate to 13 kbps. The VSELP algorithm
operates on aframe-by-frame basisin which each speech frame is 20 msin duration. The V SEL Pencoder
generates 159 bits of compressed speech for each speech frame. These bits are grouped into two classes:
77 class-| bits that need error protection and 82 class-11 bits that are sent without any error protection.
Class-| bitsare protected from channel-induced errors by applying convolutional encoding. Furthermore,
error detection isalso provided by applying a7-bit CRC codetothe 12 most perceptually significant class-|
bits. Finally, this 260-bit speech frameisinterleaved over two time slots to protect against burst errors.

Figure 2. Error Protection for VSELP Data
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Figure 3. Convolutional Encoder for VSELP Data
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The VSELP convolutional encoder isarate-1/2 framed encoder with a constraint length (denoted by M)
of 5. Theframe sizeis 89 bits (see Figure 2), which consistsof 77 class-I bits, a7-bit CRC, and 5tail bits.
Both theinitial and thefinal statesareO. Thetrellis diagram for this encoder consistsof 32 states(that is,
2M) with each state in symbol interval nconnected to two statesin the next timeinterval n+ 1. The basic
building block of this trellisis shown in Figure 4.

Figure 4. Representative Trellis Section for VSELP Convolutional Encoder
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Due to the rate-112 encoding scheme, each state is linked to two states in the previous time interval, as
shown in Figure 4. The Viterbi algorithm operates on received data by expanding the trellis over aframe
length of 89 symbol intervals. Refer to[4] and [5] for general Viterbi algorithm descriptions. A 32-element
accumulated cost metric is set up whereeach element corresponds to one state. Each link from an old state



to anew state has atransition cost associated with it. For instance, Mx isthe transition cost from statei to
statej in Figure4. These transition costs. which are computed at the symbol rate, reflect thecurrent channel
conditions. Each transition cost indicates the probability of astatei to state j transition over one symbol
interval. Consider Figure4 wherestatej at timeinterval n+1 can bereached fromeither statei or statei +16
intimeinterval n. The Viterbi algorithm selects themorelikely transition into statej by comparing thetotal
accumulated cost of the two possible links. The accumulated cost of each link iscomputed by adding the
current transition cost to its previous accumul ated cost. For example, new accumulated costs of the two
links entering state j in Figure 4 are:

new-acc—cost [j] = old-acc—cost[i] + Mx @

new-acc—cost [j] = old-acc—cost[i +16] + My @
The smaller of thetwo valuesis selected and the corresponding link is retained for further processing in
the next time interval. The other candidate is discarded. This process of selecting one transition entering
astateis performed on all 32 states at each symbol interval. Path history of every stateis maintained for
the entire 89-symbol-long frame. When one frame is processed completely, the state 0 in the last time
interval is selected, and its associated path is considered the most likely received path. This path istraced
tofind the most likely received bit sequence. Asshown in Figure 2, the encoder padsfivetail bits (all Os)
at theend of each messageframe. T hisensuresthat thelast encoder stateisalways0. Additionally, theinitial
state of the encoder is also 0 by definition. This requires special consideration by the decoder during
initialization of theaccumul ated cost metric at the beginning of each frame. Toassurethat state0isselected
by the algorithm at the beginning of eachframe, it isinitialized with alower cost value than that of theother
31 states.

Thisalgorithm can beimplemented moreefficiently if theunderlying symmetry of thetrellisstructure used
isconsidered. As shown in Figure 4, apair of statesin a symbol interval are connected to another pair of
statesin the next interval with no other connectionsto therest of thetrellis. Therefore, al statetransitions
during one symbol interval can be uniquely broken down into 16 butterfly-like structures similar
to Figure4. Furthermore, only twotransition cost values are associated with thefour linksof each butterfly
(Mx and My in Figure 4; in some implementations, Mx is always equal to —My, which leads to further
simplification of the structure). This symmetrical structure allows a subroutine that will operate on one
butterfly at atime, computing new accumulated cost metrics, selecting the best transition, and storing the
path history. This subroutine (or a macro) isinvoked 16 times at each symbol interval to update 32 state
transitions. Example 1 lists the pseudocode for this function.



Example 1. Pseudocode for Trellis Expansion

Acc_Metricl[n} + Curr_M[x] —> AccB
Acc_Metricl[n+1l6) + Curr M[y] —> Acc
min(Acc,AccB) —> Acc_Metric2[m]
If (Acc > AccB) then

shift 1 in Trans_Tbl{i}
el se

shift 0 in Trans_Tbl[i]

Acc_Metricl([n] + Curr_M[y] —> AccB
Acc_Metricl[n+16] + Curr M[x] -7 Acc

min(Acc,AccB) —> Acc_Metric2[m+1]
If (Acc > AccB) then

shift 1 in Trans_Tbl[i+1)
el se

shift 0 in Trans_Tbl[i+1)

The pseudocode shown above performs necessary computations for two states. similar to the butterfly
structure shownin Figure4. There are two accumul ated cost metrics used by the code, Acc_Metricl[] and
Acc_Metric2[]. One contains previous cost metrics and the other is used to store new accumulated cost
metrics. At each symbol interval, roles of the two arrays are reversed. Only two array elements need to
be accessed by the subroutine. The offsets between those two elements are always 16 and 1 for the two
arrays, respectively. Thisallowsfor simpleindexing of these arrays regardlessof which state is currently
being accessed. Similarly, only two current metric values Curr_M[] areaccessed by thefunction. Theoffset
between thesetwo el ementscan alsobemadeequal to 1if thisarray isset upintheform of acircular buffer.
Finally, since the path history is stored for the two statesj and j + 1in timen + 1, the two elements of the
transition table Trans_Tbl{] that need to be accessed are also offset by 1.

Considerable coding efficiency is gained by taking into account these structural symmetriesof the trellis
butterfly. Asshowninpseudocode above, theaccumul ator and theaccumulator buffer are usedto hold total
accumulatedcost of thetwo links. The TMS320C5x DSPs support special instructions to select thesmaller
(orlarger) of thetwo values. The CRLT instruction and the conditional -executeinstruction (X C) are used
inthisimplementation to select thelower cost link and update the accumulated cost array and thetransition
table. Since the accumulated cost arrays are accessed only in stepsof 1 or 16, indirect addressing modes
of postincrement and postmodification by an index of 16 are used to step efficiently through the table. The
current transition cost array, Curr_M][], consistsof four elements representing four symbolsof therate-1/2
encoder. Itisset up astwo circular buffers, each containing two elements. In Example 2, the code listing
shows the function implemented in *C5x assembly code. It is set up as a macro that isinvoked 16 times
to update all 32 states per timeinterval.



Example 2. Trellis Expansion Macro In *C5x Assembly Code

x

* Entry Conditions:

*

* ARP = ARl

* INDX= 16

* AR1 —> AccMa[n] ;n=0..31

* QurrMPtr —> CurrM{i} ;i=0..3

* circ.buffers: CurrM[0..1] and CurrM({2..3]
*

AR3 —> AccMb[m] ;m=0..31
AR4 —> Trn[k]) 1k=0..(6*32)

* %

Exit Conditions:

* X #*

ARl —-> AccMa[n+l)
QurrMPtr —> CurrM[i]
* AR3 ~> AccMb[m+2]

: AR4 —> Trn(k+2]

Texpand .macro CQurrMtr

| acc *0+,CurrMPtr ; load AccMl[n}
add *+,arl ; add CurrM[x]
sach '
| acc *0—,CurrMpPtr ; load AccMl[n+16]
add *,ar3 ; add CurrM[y]
crit ; change tocrgt for correlationtype netric
sacl *+,ar4 ; min(pathl,path2) —> AccM2[m]
lacc *,1 ; load Trn(i]
xc l,c ; if pathl>path2
add #1 ; shift 1in Trn[i)

. sacl *+,arl ; save Trn[i}
| ace *0+,CurrMpPtr ; | oad AccMl[n]
add *+,arl ; add CurrM[y)
sach
| acc *(0—, CurrMpPtr : | oad AccM1l[n+16]
add *,ar3 add currM[x]
crilt ; change tocrgt for correlationtype netric
sacl *+,ar4 ; min(pathl,path2) —> AccM2[m+1]
lacc *,1 ; load Trn[i+1]
XC l,c ; if pathl>path2
add #1 ; shift 1 in Trn[i+1]

" sacl *+,arl ; save Trn[i+1]
mar *+

.endm




Path History Memory Organization

Path history is generated by the decoder during theforward pass as it expandsthetrellis. Given that each
encoder state can only be reached from one of the two possible statesin the previous symbol interval, a
singlebit can be used to store thisinformation. The state transitiontable Trn[x,y] isa 32 X 6 word matrix
in which each bit position in arow of elementscorresponds to one symbol interval. Each row element in
acolumn corresponds to one of the 32 encoder states. In other words, if Trn[x,y] is the matrix
wherex=0...31,andy=0...5, then x correspondsto theencoder stateand (16y +bit position) corresponds
to the symbol interval.

Figure 5. Transition Table Organization
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Trace-Back

Trace-back starts from state 0 in the 89th symbol interval. The corresponding bit in the transition table
indicateswhich stateislinked to it in the 88th symbol interval. This bit is the decoder output in the 89th
symbol interval. Next, the decoder jumpsto the selected statein the 88th symbol interval, generating the
next output bit. This procedureis repeated until all 89 symbol intervalsare traced back, producingone
frame of decoded output. Example 3 shows this agorithmin pseudo-C code.



Example 3. Trace-Back Function — Pseudo-C Code

state = 0;
n=20;
for (word=6; word>=0; word-—) {

for (bitno=15; bitno>=0; bitno—) {
if (Trn{state,word].bitno == 0) {
store 0 in Output[n++];

state = state>>1;
}
el se {
store 1 in OQutput[n++];
state = (state>>1) + 16;
}

Thistrace-back functionisimplementedon the’C5x usingits zero-overheadl oop structure. Indirectindex
addressing is used to step through thetransitiontableefficiently. The INDX register holdsthecurrent state
ID (0 to 15). Bit-reversed addressingis used to | eft-shift the INDX register for each iteration. Dynamic bit
testing is done by using the TREG2 register as a bit pointer to each element of the transition table.
Example 4 liststhis’C5x assembly routine.



Example 4. Trace-Back Implementation in *'C5x Assembly Code

TraceBack:
| ar ar0,#0 ; ar0 is n of Trn{n] (0..31)
| ar ar3,#0utBuf ; ar3 —> OutBuf([0]
| ar ar4 ,#Trn ; ar4d —> Path history table
lacl #1
samm dbnr ; initialize nmask
lacl #16—1
samm brcr ;initialize | oop count
lacl #15
samm treg2 ; initialize bit pointer
*
rptb trace--1 ; loop 16 tines
nar *,ar3
sar ar0,*
apl *+, ar4 : save OutBuf[i}
nmar *0+
bitt *0—,ar0 ; test bit(i) of Trn[state,word]
nmar *bro+ ; right-shift INDX by one
xc 1,tc ;if bit(d) == 1
adr k 16 ; add 16 to | NDX
sub #1 |
samm treg2 ; decrement bit pointer
trace:
ret

FACCH Channel Format

The FACCH isasignaling channel in parallel with the speech path used for transmission of control and
supervision messages between the base station and the mobile station. The FACCH replaces the user
information block (that is, speech data) whenever necessary [1]. An FACCH message block consistsof a
48-bit messageframe, a 1-bit continuation flag, and a 16-bit CRC. The standard CCITT CRC-16 codeis
generated for 49informationbits (1 continuationand 48 message) and eight bitsof DV CC color code. The
FACCH data (48-bit message, 1-bit continuation, 16-bit CRC) is error protected by means of arate-114
convolutional code. The resulting 260-bit frame isinterleaved over two consecutive burstsin the same
manner as the V SEL P speech frame.

Therate-114convol utional encoder hasaconstraintlength of 5. 1n other words, it operatesasashift register
of length 5. Each new bit shifted in resultsin four parity bits being shifted out of the encoder that are
designated P1, P2, P3, and P4. Figure 6 illustrates the encoder shift register.




Figure 6. FACCH Rate-114 Convolution Encoder
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The65-bitinput frameto theencoder consistsaof 48 bitsof data, al-bit continuationflagindicatingwhether
thisisthefirst word of amessage, and 16 bitsof CRC code. The encoder does not requirefiveexplicit tail
bits, as wasthe case with the V SEL Prate-112 encoder. It treatseach input frame as a65-bit circular buffer.
Thefirst five bitsin each input frame constitute the initial encoder state (that is, C[4], C[3], C[2], C[1],
C[O]D). Thefirst output bit quadruple (P1, P2, P3, P4) is generated when the sixth bit is shifted in. After
shiftingthe65th bit in, bit 0 isinput to the encoder, creating thecircular buffer. Thefinal encoder stateis
(C[3], C[2], C[1], C[0], C[64]). Notethat after one more shift, theencoder state would returntoitsinitial
state. In termsof thecorresponding trellisstructure, thismeansthat thereisawaysawraparound fromthe
final encoder state toitsinitia state.

The FACCH decoder is similar to the VV SEL P decoder except for the following considerations:

® |t decodesrate-114 code instead of rate-112 code.
® Theencoder frameis65 bitslong.
e Each encoder frameistreated as acircular buffer.

The basic Viterbi algorithmin thiscase remainsidentical to the VSEL Prate-112 algorithm. Thereare two
pathsentering each state from the previoussymbol interval . The decoder sel ectsthelower cost link, based



on its accumulated cost. However, since each output symbol consists of four bits, there are possibly 16
distinct transition coststhat need to be updated at every symbol interval. Therest of thealgorithmissimilar
to the speech decoder algorithm except that the frame size is 65 bitsinstead of 89 bits.

Since the encoder initial stateis not previously known in this case, al states are equally likely in the first
symbol interval. Hence, al accumulated costsareinitialized to 0 at the beginning of each frame. Thiscan
result in poor initial performance of the decoder under low signal-to-noise (SNR) conditions. According
to Forney [4], the Viterbi decoder output is unreliable until a path history of four or five times the
encoder-constraint length is available. Therefore, the first 20 to 25 decoded bits can contain errors. This
problemcan bealleviated by considering thefinal encoder state (in the 65th symbol interval) and theinitial
encoder state (in thefirst symbol interval) wraparound. Each received frameistreated asa65-symbol-long
circular buffer, and the decoder isfed with atotal of 85 symbols (composed of a 65-symbol frameand 20
repeated initial symbols), thereby generating an artificially long path history. Since 20 initial symbols are
repeated, a portion of the path history is redundant. Ideally, path history that corresponds to the first 20
symbol intervals and the last 20 symbol intervals should be identical because it corresponds to the same
20 symbols. However, the trellisgenerated for the last 20 symbol intervalsismorereliable becauseit takes
into account the path history of the previous 65 symbols. Accordingly, the path history of the first 20
symbolsispruned. This approach istaken to avoid the uncertainty of the decoder decisionsduring thefirst
20 input symbols. After al the symbols are input to the decoder, the best path (of the possible 32 paths)
is selected based on least accumulated cost. This path istraced back to yield the output bit sequence.

Code Availability
The associated program files are available from the Texas Instruments TMS320 Bulletin Board System

(BBS) at (713) 274-2323. Internet users can access the BBS via anonymousftp at #.com.
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Introduction

Error-control coding plays an increasingly important role in today's communication systems. Described
concisdly, error-control coding involves the addition of redundancy to transmitted data so asto provide
themeansfor detectingand correctingerrorsthat inevitably occur inany real communications process[1].

Such coding techniques are particularly useful for transmission over limited-power channels like
genera-switchedtel ephonenetwork (GSTN). Adding redundancy to the transmitted data and making use
of soft-decisiondecoding, the bit-error rate can be reduced considerably without increasing transmission
power. These coding techniqueshave proved very useful in the past decade, and many of them have been
standardized for modems and other communication devices.

CCITT recommendationV.32isonesuch standard that usestrellis-codedmodul ationand Viterbi decoding
to achieve forward error correction a a data transmission rate of 9600 bits per second (bps). This
application report deals with the genera theory and implementation of the encoding and decoding
algorithmsrequired for the V.32 family of modems.

Thearchitecturedf thefifth generationof TexasInstrumentsdigital signal processors(DSPs) isespecialy
suited for soft-deci sionencoding and decoding al gorithms. These dynami ¢ programmingal gorithmsoften
make use of looped code, conditional execution, min-max searches, and pointer-addressingtechniques.
The enhanced TMS320C5x core CPU alows zero-overhead looping, multiple-condition branches,
delayed jumps and calls to minimizeexecution time, min-max instructions to implement efficient search
algorithms, and postmodified indirect addressing (which includes indexed, circular, and bit-reversed
addressingmodes). These algorithms can be executed very rapidly sinceamost all *C5x instructionstake
only one machinecycle (25 ns) to execute.

Introductionto the V.32 Standard

V.32 modems are designed for use on connections on GSTNs and on point-to-point 2-wire leased
telephone-typecircuits. Thefull-duplex modeof operationissupported using echo-cancel ationtechniques
for channel separation. Each channel uses quadrature amplitude modulation (QAM) with a synchronous
line-transmissionrate of 2400 symbols per second (baud).

QAM isamodulation techniquethat allows two independent information channel s to be modulated into
asinglecarrier signal. Thesetwo channelsare commonly referred to as real and imaginary (or | and Q)!
componentsof thesignal. A constellationdiagram illustratesthisconcept (see Figure1). Each point onthe
constellationhas auniqueset of real and imaginary components. For a 16-point constellation, four bitsare
required to uniquely represent each point.

If theinput data stream is grouped into quad bits (also called symbols), each quad bit can be mapped to a
constellationpoint,and correspondingl and Q valuesare modul atedintoaQAM signal. V.32modemshave
adata-transmissionrate of either 4800 bps or 9600 bps. At the rate of 9600 bps, either a 16-point or a
32-point constellationcan be used (see Figure 1). Obviously, 5-bit-long symbol sare required to map each
point of a 32-point constellation.

1| and Q components are also referred to as X and Y in literature. Both notations are used interchangeably in this paper.
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The V.32 standard recommends two aternative modulation schemes at 9600 bps. one using a 16-point
constellation, and theother using trellis (convolutional) coding with a 32-point constellation. When using
thetrellis coding, the input data stream to be transmitted is divided into groups of four consecutive data
bits. Thefirst two bits of each group are first differentially encoded and then convolutionally encoded to
generate aset of three bits. The other two bitsare not encoded but are passed to theoutput stage. Thus, each
output group consists of five bits. These five bits are then mapped into a 32-point (diamond-type)
constellation. On the receiver end, a maximum-likelihood decoding algorithm (dueto Viterbi) is used to
estimate the transmitted data.

This report deals with the encoding and decoding agorithms as required for the 9600-bps 32-point
constellation transmission. The basic encoding algorithm is known as a convolutional encoding scheme,
and the decoding algorithm schemeis based on the Viterbi algorithm. Although the 32-point constellation
is used extensively to help decode the signals, the actual modulation/demodulation scheme is not
implemented in software.



Figure 1. V.32 Modems
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Standard V.32 Encoder

The V.32 encoder (see Figure 2) is divided into two functional blocks:

e Differentia encoder
® Convolutional encoder

Theinput data stream to the encoder is divided into 4-bit long symbols (Q1, Q2, Q3, Q4). Each symbol
isprocessed by theencoder, and theresulting output symbol is5bitslong (YO, Y 1, Y2, Q3, Q4). Theoutput
symbol islarger than the input symbol because it contains error-correction information in addition to the
transmit data.

Figure 2. V.32 Encoder
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The V.32 standard recommends the QAM technique to transmit data over the channel. Without any error
correction information, each symbol has four hits, requiring a 16-point constellation as shown in Figure
2. If aconvolutional encodingschemeisemployed, each symbol hasfive bits, and a32-point constellation
isrequired.

In general, for the same average power, a modulation scheme using a 32-point constellation has higher
bit-error rate (BER) when compared with a 16-point constellation scheme. Thisis because the minimum
Euclidean distance between any two pointsona 32-point constellation isrelatively small, which decreases
thenoisemargin. However, convol utional encodingintroduces constraintsin transforminganinput symbol
to a5-bit output symbol. Specifically, it does not allow two consecutive output symbolsto be in the eight
neighborhood positions of each other, as seen on the constellation diagram. The minimum distance
between two consecutive output symbolsisthereby increased, thus providing an overall performancegain
of 3 dB.



Thedifferential encoder provides protection against 180° phase ambiguity in the channel. Thefollowing
two equations describe the differential encoding a gorithm:

Y1,=Ql,(® Y1, (1)
Y2, = Qly e Yl D@ Y2, ® Q2 2

Notice in Figure 3 that only two input bits are differentially encoded. Because of differential encoding,
errorscaused by phase reversal in the channel are not allowed to propagate, and the information sequence
is reconstructed by the receiver except for the errors at points where phase reversal has occurred [1].

Figure 3. Viterbi Encoder — Convolutional Encoding Scheme
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Constraint condition:
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not all path states (YO, Y1, Y2) are possible.

The convolutional encoder takes the two differentially encoded bits (Y1, Y 2) and generates an output bit
YO. YO is often called the redundant bit because it carries only the forward error-correction information.
Functionally, the convolutional encoder isa3-bit shift register interconnected by AND and XOR logic. A
simplified diagram of a convolutional encoder is shown in Figure 3. By convention, the three bits of
encoder memory (SO, S1, and S2) are called delay states, and the set of output bits (YO, Y1, and Y2) are
known as path states. Theidea behind thisterminology will becomeaobvious |ater when thetrellisstructure
isconsidered. The size of encoder memory is sometimes referred to asits constraint length.

Oneimportant constraint isimposed by theencoder. Given aparticular set of delay states (S0, S1,and S2),
notal path statesare possiblein that timeinterval. For instance, given adelay state(0. 0, 1) for theencoder,
only four path states (0, 0, 0), (0, 1, 0), (1,0, 0), and (1, 1, 0) are alowed in next time interval.

This leads to the concept of trellis structure. Since the encoder is essentialy a finite-state machine, a
finite-statediagram may be used torepresent it. Thereare eight possibledelay states of theencoder. At any
given time, only onedelay state (SO, Sl, or S2) represents the encoder. In the next instant, only four delay
states are possibleinstead of eight. The particular path chosen at that time dependson the current path state
of theencoder (hence, the name path state). Thetrellisdiagram (Figure4) concisely illustratesall possible
transformationsfrom one delay state to another, along with their corresponding path states.



Figure4. V.32 Modem Trellis Diagram
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Viterbi Decoder

The Viterbi algorithmis based on a soft-decision maximum-likelihood decoding technique. The main
functionof any decoder isto select the most likely output. A simple hard-decisiondecoder selectsacode
word that differsfrom the received sequencein the smallest number of positions. In other words, the code
word is chosen that minimizesdistance between the received signal and the code word. A soft-decision
decoding scheme makes use of past history and reliability information to decode incoming data. A
necessary ingredient of any soft-decisiondecoder is a suitable distance (or cost) function.

A cost function may be unique to each modulation technique. Two widely used cost functions are the
Hamming distance and the Euclidean distance functions [2]. The standard Viterbi algorithm does not
specify any particularcost function. TheHammingdistancefunctionissuitablefor binary signal's. For PSK
and QAM signals, the Euclidean distancefunction on their respective constellationsis appropriate. For an
added white gaussian noise (AWGN) channel, the farther the received signal from a point on the
congtellation,thelesslikely that it correspondsto that point. Therefore, thedistance betweenthereceived
signd (asit is mapped on the constellation) and a hypothesized output point on the constellation makesa
good cost function for any QAM signal. Since V.32 uses QAM modulation, the distance estimate on its
constellationis used as the cost function.



Figure 5. Viterbi Decoding — Output Tracking and Cost Function
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Figure 7 shows an expanded trellisdiagram over several symbol timeintervals with thex axisrepresenting
timeand they axis representing the eight possible delay statesof theencoder. Theencoder may attain only
onedelay state at any given time, but the decoder keepstrack of all the possible states until it decides which
oneto select. Thisisthe essence of soft-decision algorithmsin which the actual decision is delayed until
moreinformation isavailable. |deally, the maximum-likelihood method |ooks at the entire stream of input
before making any decision about the output. Clearly, this approach is not feasible for real-time
applications due to two factors:

®  Prohibitive memory requirements, even for relatively small blocks of data
® |nherent time delay before the decoder selects an output

Themore practical approachtaken by Viterbi isto consider only afinite length of input data before making
adecision about the output. The decision-making process relies heavily on the cost function.

To understand this algorithm, consider the expanded trellis diagram as shown in Figure 7. At each time
interval, there are eight possible delay states. Since the decoder must keep an "' open mind" until itistime



to select the most likely output, all eight states are considered as possible representationsof the encoder
in that timeinterval. A particular delay state can be approached only by four statesfrom the previoustime
interval (seeFigure5). The decoder selectsonly oneof thesefour states so asto establish alink between
theprevioustimeinterval and thecurrent one. Notethat each link isidentified by the path stateit represents.

Each path state consistsof three bitsof a 5-bit symbol. Therefore, one path state uniquely identifiesa set
of four constellationpoints. The V.32 signal space mapping isdefined in such away that each set of four
points is symmetrically arranged and equally spaced on the constellation, as shown in Figure 6.
Furthermore, each set of pointsis spaced asfar apart as possibleon the constellation. At the beginning of
eachsampleinterval,thedecoder comparesthereceivedsignal with each set and sel ectsthe pointfromeach
set that is closest to thesignal. Essentially, thisis aform of hard decoding, but its effect on the quality of
the decoder performanceis not significant. Thisis becauseeach set of four pointsiswidely spaced on the
constellationso that any noise perturbationislesslikely to affect these estimates.

Figure 6. V.32 Modem — Signal Element Mapping
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Eight constellation points are selected, and their respective distances from the received signal are
computed. Each point correspondsto a different path state. Since each link in Figure5 isidentified by a
path state, these computed distance values are associated with each link.

By selectingall eight links, connectionsareestablished between the delay statesat thecurrent timeand the
previoustime (see Figure 7). In this way, eight independent path traces are stored in memory. The cost
functionis now updated for each of these path traces. The cost functionisthe sum of distancesassociated
with each link of a path trace.



Figure 7. Viterbi Decoding — Dynamic Programming
S0 S182 S0 8182 S0S182 S0 S1 .82

S e

Time

»
»

e For every time increment, the minimum cost line is
chosen for each d the eight delay states.

e  FEightindependent path traces are stored in memory.

e  Foreach track, current cost isaccumulated asit hopsover
the delay states.

e The state with the minimum accumulated distance is
selected to receive output.

Of the eight path traces, the one that has minimum cost (or accumulated distance) is selected as the most
likely path to receive the output. The selected path is traced back, and the 3-bit path state value (YO, Y1,
Y 2) that is associated with the last link stored in memory is the result of the Viterbi algorithm. Note that
this 3-bit result does not uniquely identify a 5-bit output symbol. The four constellation points that
correspondto the 3-bit result are compared with theinput corresponding to that timeinterval, and the5-bit
valueassociated with the point that is closest to theinput is the output of the decoder. Since the output of
thedecoder correspondsto thetime period of thelast link, it lagstheinput of the decoder by thelength of
the path history maintained by the decoder. It is experimentally determined that the optimal length of a
Viterbi decoder is four or five times the constraint length of the convolutional encoder [1]. The V.32
encoder has a constraint length of 3, and the decoder keeps a path history of the past 16 time intervals.

Algorithm Implementation on the TMS320C5x

The three most useful features of TMS320C5x for the Viterbi algorithm are circular buffers,
minimum-maximum instructions, and zero-overhead loops. Circular addressing is used extensively
throughout the decoder algorithm to access the distance tables, stepping through the path and delay states,
andtracing back thepast path statesto get output. Minimum-maximum val ueinstructions areusedin search
algorithms to compute minimum Euclidean distance for each state and to find minimum accumulated
distanceat each timeinterval. Since thealgorithm is based on adynamic programming technique, it tends
to have a multiple looped structure. The zero-overhead loops of TMS320C5x are frequently used by the
decoder program.

Encoder Implementation

The V.32 encoder block diagram is shown in Figure 2. As previously explained, it has two functional
blocks: the differential encoder and the convolutional encoder. The encoder program flow is shown in
Figure8.



Figure 8. V.32 Encoder Program Flow
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TheinitializationroutineINIT sets up auxiliary registersto point toinput and output tablesand resetsthe
dday states (SO, S1, S2) to 0. Thisensures that theinitial state of the encoder is known beforehand. It is
useful from the decoder point of view because the decoder initializesthe cost of delay state 0to 0 so that
thisstateis awaysselectedin the very first timeinterval.

The encoder expectstheinput symbolsto be stored in the table PCKD_IP with each element of thetable
containingaright-justified 4-bit symbol. Thetableinput method isemployed becauseof itssimplicity.For
real-timeapplications, other techniquescan easily replace the default method. If theinput datais coming
froman ADC, asimpleapproachisto createtwo buffers. Oneisread by theencoding algorithm, whilethe
other isfilled withincoming data by an interrupt serviceroutine. In case the encoding processisrequired
to be synchronouswith incoming data, no data buffer is needed. At every symbol time, the input symbol
isread from a peripheral device, and the resulting 5-bit output symbol is sent to another external device.

The encoding algorithm operates on binary inputs. Therefore, each input symbol is unpacked into four
words (which correspond to each bit) before any processing is done. The UNPACK section uses a
zero-overheadblock-repeat |oop and PLU instructionsto perform the unpacking operation.

UNPACK : LACC LOCATE ;Get packed input bits
RPTB  LOOP1 sFor i=0;i<=3;++i
ssa. ‘Save the word
APL * - :Keep LB only

LOOP1: SR ;Shift right to get next bit

TheDIFFfunctiondifferentiallyencodestwoinput bitsaccordingto Equation (1) and Equation(2) on page
83. Itsoutput overwritestheoriginal twoinput bitslocatedin INPUT table. Next, theconvol utional encoder
processesthesetwo bitsand generatesa redundant bit YO. The encoder state (SO, S1, S2) is stored in the
STATMEM table, and it is updated each time a new redundant bit is generated.



Finally, the resulting five output bits (OUTPUT + INPUT) are packed into a single word by the PACK
function. This output word contains five right-justified bits (YO, Y1, Y2, Q3, Q4), and it is stored in the
output buffer PCKD_OP in sequential order. Note that these five output bits could be sent toaDAC or a
front-end modulator instead.

Viterbi Decoder Implementation

In contrast with the convolutional encoding algorithm, the Viterbi decoding agorithm iscomputationally
more complex and numerically moreintensive. In general, the execution time of the decoding algorithm
is significantly greater than the execution time of the encoder algorithm. This section describes the
algorithmin detail asit isimplemented on the TMS320C5x. Although the code presented hereis designed
for the V.32 modem standard, it could easily be transformed for any other application of the Viterbi
algorithm.

Figure 9. Decoder Flowchart
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GET_ACC_ for Each Delay Decode Two MSBs
DIST State; Update 6f B-Bit Sutptt DIFF
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The decoder program flowchart is shown in Figure 9. Each processblock in theflowchart corresponds to
anindependent function. Themodularity of each block issacrificed somewhat to gainexecutionefficiency.
In other words, each block is integrated, to acertain extent, with the block that precedesit. The results of
a block are frequently passed in internal registers to the next block. However, al system variablesare
defined explicitly in the beginning, and the line-by-linecommentsin the source code help identify where
the results are being stored.

Theinitializationroutine INIT is called to set up tablesand variables. The ACCDI ST table, which holds
eight accumulated distance valuesfor each delay state, isinitialized by thisfunction. As discussedin the
Standard V32 Encoder sectionon page 82, thefirst state of theencoder isalways(0,0,0) (that is, state 0).
To ensurethat the decoder alwayschooses state 0 in thefirst timeinterval, theinitial accumulated cost of
state 0 is set to 0 while therest of the states are set to a cost of 0.5.

TheroutineRD_DATA iscalled onceevery symbol interval to read new data. Thisistheonly routinethat
needs to be rewritten to suit each application. The code presented here is not designed for any specific
hardware. It assumes that some test data has already been stored in the TST_INP table before the decoder
isinvoked. Theinput isin theform of 5-bit symbolsoutput by theencoder. Two look-up tables, XLOC and
Y LOC, converteach symbol toitsequivalent real andimaginary axisvalues(alsocalled XY or |Q values).
Thechannel noiseand distortioneffectsmay be added tothel and Q channel sindependently. Theresulting
vauesaresaved in variablesCURR_X and CURR_Y for later use. Thisapproachistaken so that test data
and channel noisedatamay becomputedindependently of each other and storedin respectivetablesbefore
thedecoder isinvoked. Obvioudly, thisisnot areal-timeapproach. Thefront-end demodul ator can provide
| and Q vaues directly to the device. In that case, RD_DATA is required to save only those valuesin
CURR_X and CURRLY locations. Each | and Q (or X and Y input can have a maximum resolution of
16-hits.

Once the current input is located on the constellation by X and Y values, eight constellation points
correspondingto the eight path statesthat are closest to thisinput point must beidentified. Notethat each
path state corresponds to four unique constellation points (see Figure 6). The brute force method of
determining these constellation pointsis to consider each group of four pointsindividually,compute the
distancefrom each point to the input, and select the closest one. Thisrequiresall 32 pointsthat compose
theV.32constellationto be consideredfor each input symbol. Another way to maketheselectionisto use
a look-up table. Since the locations of the constellation points are known beforehand, it is simpler to
identify the region where the input lies and use atable to determinethe eight pointsthat are closest to that
region. As shown in quadrant | in Figure 1(b), there are 13 distinct regions in each quadrant of the
constellation.Each region hasauniqueset of eight constellation points(correspondingtoeight path states).
A table called REGION is set up in datamemory that contains 13 macro elements, each element having
four subelementscorresponding to four quadrants of the constellation. Each subelement is a set of eight
pointers to the closest constellation points.



To identify the region where the current input lies, the following decision algorithm is used, where X,Y
isthe location of the current input on the constellation shown in Figure 1(b).

If |X| <= 1 Then
If |Y| <= 1 Then

Region#1l
El se
If |Y|<= 2 Then
Region#4
El se
Region#6
El se
| f lx| <= 2 Then
f ]y] <=1 Then
Region#2
El se
If |Y| <=2 Then
Region#5
El se
If |Y| <= |X[+1 Then
Region#10
El se
Region#8
El se
If |Y| <= 1 Then
Region#3
El se
If || > [X]|+1 Then
Region#13
El se

If |yY| <= |%|—=1 Then
If |Y| <= 2 Then

Region#7

El se
Region#l12

El se

If |Y| <= 2 Then
Region#11

El se
Region#9

After identifying aregion, aquadrant is selected according to the polarities of X and Y.

Refer to the GET-RGN function of the decoder source code for implementation details. Note the use of
delayed conditional branches and the XC instruction to avoid flushing the pipeline. The result of the
GET-RGN function is a pointer to the REGION table.

The current cost of each path state is defined as the distance from the current input to the respective
constellation point. The result of the GET—-RGN function points to a set of eight constellation points. If
{X.Y) istheinput for agiven timeinterval, and (Xk,Yk) are eight constellation points that correspond to
state k (wherek = 0...7), then the current distance tableis defined as:

DIST [k] = (Xk-X)* + (Yk-Y)*; k = 0..7 (3)



Thesguareroot operationisnot performed becauseit istime-consuming. Although the squareroot function
isnot linear, distance valueswithout the square root operation work well because the rel ationship between
x and sqrt(x) is one-to-one and monotonic. The GET-CUR-DIST routine performs this computation for
each path state.

STATEO :
LAR AR2, *+,AR2 ; Get address of 1st point out of 8
MAR *o+ ; Add XLOC, AR2 points inside XLOC
LACC ;Get x value of 1st point
SUB CURR_X ; Subtract current x val ue
SACL DIFF X ; Save (Xc- Xi)
SQRA DIFF X ;P=(Xc—Xi) "2
ADRK  #32 ;Now AR2 points inside YLOC
LACC *,0,AR0O ; Get Y value of 1st point
SUB CURR_Y ; Subtract current y val ue
SACL DIFF Y ; Save (Yc- Vi)
LACL #0
SQRA DIFF_Y ;P=(Yc—Yi) "2, ACC=(Xc—Xi) "2
LTA SVALL ;ACC=(Xc—Xi) "2+(Yc—Yi) "2
SACH DI ST, 4 ; Save acc. distance*274
MPY D ST
SPH DI ST : Save distance*0.1 in 1st | ocation

Thedistanceor cost valuesarestored in an 8-word DI ST table. Each element of the DI ST tablecorresponds
toapath state. The order of storagein the tableshownin Figure 12 isnot asimple ascending or descending
form. The reason for this scrambled order is explained later.

Figure 10. Delay State Linking
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The next step isto accumulate the cost (or distance) for each delay state at the current time. As previously
explained, at every time interval there are eight delay states (SO, S1, S2). Each delay state at the current
time interval is linked to four delay states from the previous time interval, as shown in Figure 10. The
minimum cost link isidentified, and the distance value of the selected link is added to theaccumulated cost
of the delay statefrom which it originates. This gives the accumulated cost of the current delay state.

In addition to the accumulated cost, the following information needs to be stored for each delay state:

The path state that identifies the link selected
Thedelay state of the previoustimeinterval that is linked to the current delay state



The code to perform these functionsis:

STATEO:
RPTB  ENDBO-1 s For (i=0;i<=3;++1i)
LACC *,0,AR2 ;Get prev. accunulated distance
ADD * ,AR5 :Add current distance
CRLT ;I f acc < prev. |argest
NOP : Then
XC 2,C ; Updat e PAST- DLY & PAST- PTH | ocati ons
SAR AR1, *,AR6 ;Pointer to ACCDI ST —> PAST- DLY
SAR AR2, *,AR1 ;Pointer to DI ST —> PAST- PTH
MAR * AR1 ;ARP = AR1
MAR *+,AR2 ;AR1++ (circul ar addressing)
MAR *+,AR1 sAR2++ (circul ar addressing)
ENDBO :

Pointers to the past path and delay states are stored in the PAST-PTH and the PAST-DLY tables. Since
the decoder basesits decision on the path history of the previous 15 time periods, these two tables span 16
time periods (including the current time period). The length of each table is 128 words (16 time periods
X 8 states). At each timeinterval, the GET_ACC_DIST routine adds new information to the tables and
discards the oldest eight states. Theformat of these tablesis shown below.

Figure1l. 128-Wrd Circular Biffers — Fornat d
PAST- PATHand PAST- CLY Tabl es

mem mem+8 mem+112  mem+120

state 0 state 0 state 0 state 0 state 0

state 1 state 1 state 1 state 1 state 1

state 2 state 2 state 2 state 2 state 2

state 3 state 3 state 3 e state 3 state 3

state 4 state 4 state 4 state 4 state 4

state 5 state 5 state 5 state 5 state 5

state 6 state 6 state 6 state 6 state 6

state 7 state 7 state 7 state 7 state 7 mem+127
n-1 n n+15 n-3 n-2

Current Time Interval

Both tables are set up as 128-word circular buffers. Each of them is divided into 16 macro elements
corresponding to 16 time intervals. Each macro element stores the state history of one time interval. A
pointer is set up to indicate the location of the current time interval. By stepping through each macro
element, a path can be traced backward in time.

Consider the V.32 trellis diagram again (see Figure 4). Notice that all even-numbered delay states of the
current time interval have links to the first four delay states of the previous time interval. Similarly, al
odd-numbered new delay states havelinksto thelast four delay states. For instance, the new delay state
0 can be reached from the past delay states 0 - 3, and the new delay state 1 can be reached from the past
delay states 4 — 7. So it is relatively simple to process even- and odd-numbered states in two groups.
Furthermore, even-numbered delay states can be reached only by the first four path states, and
odd-numbered delay states can be reached only by the last four path states.



Figure 12. DIST Table Structure

state 0 0 state 0 0 state 0 0
2 1 2
3 2 4
1 3 6
4 4 1
7 3 3
6 6 3
3 7 7
DIST ACC_DIST TEMP

If the elementsaf the DIST table are set up as shown in Figure 12, al the path-state sequences can be
generated from the same table. Four-word circular buffers are set up, comprising upper and lower halves
of the DIST and ACC-DIST tables. By incrementing or decrementing through thesecircular buffers, path
and delay-state sequences can be generated for each new delay state. (See the GET_ACC_DIST routine
in thesourcecode.) For each new delay state, only four past delay statesand path states need to be accessed.
The table for past delay states (ACC-DIST) is set up as a circular buffer so that after accessing four
elementsaf the table, the pointer is automatically reset to the first element for the next iteration.

Once least-cost links to the eight delay states are identified and stored in appropriate tables by the
MIN_ACC_DIST routine, the accumulated distance table ACC-DIST is updated with new accumul ated
distances. To avoid overflow, new accumul ated di stanceis computed according to thefollowing equation:

new acc dist=0.9 x old acc dist+ 0.1 x dist 4)

Notethat thisisasimplelIR implementationof alow-passfilter. The coefficientsof Equation (4) can be
modified to control the decay timeof thislow-passfilter.

Thereareeightindependenttracks whose path historiesare maintainedin the PAST-PTH and PAST-DLY
tables. The track that has the least accumulated cost (or distance) at this point is traced back for 16 time
periodsto determinethe decoder output at that time. Thistask is performed by the GET-PATH routine as
shown below. After 15 iterations, the delay state that correspondsto oldest link of the track isfound.

RPTB TLOOP- 1 ;for i=0,i<=15,i++

MAR *0+ ;offset by state for prev. time period

LACC *0- ;get next pointer & reset AROto state 0

SUB #ACCDIST ;subtract #ACCDIST to get next state

SAMM | NDX ;save next state

SBRK 7 ;move ARO 7 locs back to avoid skipping CBERL

SBRK 1 ; NOW ARO is correctly positioned 1 time period
TLOOP: ; back (circular addressing)

Theformat of thePAST-PTH tableisidentical tothePAST-DLY tableexcept that it containspreviouspath
states instead of previousdelay states. Also, the two tables are contiguous in data memory. Hence, by
adding 128 to the pointer of the PAST-DLY table, corresponding path states can be accessed in the
PAST-PTH table. The 3-bit path state (YO, Y1, Y 2) that correspondsto the oldest link isthe output of the
decoder. Sincethe path-statetable DIST isnot in asimpleorder, ashort tablelook-up routine performsthe
descramblingof the output.

The 3-bit path stateoutput by the Viterbi algorithmidentifiesaset of four pointson theV.32constellation.
Of thesefour points, the one that is closest to the actual input (at that time period) should be selected. A



table must be set up in memory that stores the decoder input for the last 16 time periods so that the ol dest
input can be compared with thesefour constellation points. Fortunately, this cycle-consumingfunctioncan
be avoided entirely by recalling that this comparison operation was done earlier (16 time periods back, to
be exact) using the REGION table. If the pointer to the REGION table that identifies the eight closest
constellation points (for each oneof the path states) isavailable for that timeinterval, it isasimple matter
to select aconstellation point according to the path state number 0-7.

A 16-wordcircular table PATH-TBL isset up that stores pointersto the REGION tablefor thelast 16 time
periods. Since this table is always accessed sequentially (as opposed to randomly), the bit-reversed
addressing modeis used toimplement thiscircular buffer. Theresulting 5-bit symbol (YO, Y 1,Y2,Q3,0Q4)
istheactual output. Obviously, YO, the redundant bit, does not contain useful information (asit hasaready
served its purpose) and can be discarded now.

Finaly, the differential decoding algorithm (DIFF routine) converts Y1 and Y2 to Q1 and Q2. The
following equations describe this decoding process:

Qly=Y1,(® Yl )
Q2,=(Ql, Yln—l)®Y2n—l @ Y2, 6)

A table look-up approach is taken here to decrease the execution time of this routine. A 16-word table
DIFF_TBL is set up in memory. Each element of this table corresponds to a unigque combination of bits
[Y1,_1Y2,_1Y1 Y2,],anditcontains resulting decoded bits Q1,Q2,,. Refer to the source codelisting;
seethe Code Availability section on page 100. These two bitscombined with Q3, and Q4,, result in a4-bit

output symbol (Q1, Q2, Q3, Q4).

Performance Analysis

The V.32 encoder/decoder performance is evaluated on the TMS320C5x Software Devel opment System
(SWDS)2. Thecode benchmarks are al socomputed with the helpof TMS320C5x SWDS. Thetransmission
channel characteristics are simulated using the MATLAB software.

Theinput to the V.32 encoder is a binary data stream. As previously discussed, the streamisdivided into
4-bit contiguous blocks called symbols. From the encoder standpoint, the input data is random, but the
resulting 5-bit output symbolsare not entirely random. Dueto the convol utional encoding done on two bits
of each 4-bit input symbol, output symbols arerestricted within asubset of 32 symbols, depending on past
symbol history.

TheQAM modul ator modifies the amplitude and the phase angle of thetransmitted carrier signal according
toeach 5-bit symbol it receives. The communication channel imperfections distort the transmitted signal.
White noise, impulse noise, and phase reversals are the most commonly encountered sources of channel
distortion in telephony.

2 Since the writing of this paper, the 'C5x SWDS has been replaced with the 'C5x evaluation module (EVM) for code
development.
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Theinformationis carried by the amplitudel phaseof the transmitted carrier or, equivalently, by the | and
Q componentsaf it.

S() = amplitude X cos (wt T phase) @)

| x cos (wt) ¥ Q x sin (wt) 8)

Thel and Q componentsof the signal received by a V.32 modem are corrupted with channel noise. If the
channel is modeled as an AWGN-typechannel, it is simple to simulateits effect on the signal by adding
controlled Gaussian noise to the | and Q componentsindependently. If N(t) isthe zero-mean white noise
signal, the signal-to-noiseratio (SNR) of QAM modulated signal S(t) is given by

variance of S(r)

SNR (dB) = 10 X logy Wariance of NG| ”
2,
= 10 x log,y oL (10)

With the assumptionthat the | and Q inputs are statistically independent of each other, the SNR equation
for the QAM modulated signal can be simplified as

variance of |
SNR (dB) = 10 X log,, [W| an
= 10 log,, -variance of Q (12)

[variance of N, |

where N; and N are additive noise signals for the | and Q input signals, respectively. Fixed-length
sequencesof | and Q aregenerated, and their samplevariancesarecomputed using theMATLAB software.

For each desired valueof SNR, requiredvariancesof N; and Nq arecal culated using Equations(9) through
(12). Oncethe variancesof N; and N, are determined, zero-mean Gaussian noisesequencesN; and N are
generatedby MATLAB. Theinput to thedecoder program consistsof | and Q dataadded to therespective
noise sequences, Nj and Ng. This allows measuring the SNR performanceof the decoder.

Figure 13 illustratesthe performance of V.32 encoderldecoder codefor various SNRs. These resultsare
based on an input data sequencelength of 4000 symbols. The yardstick for the performance measurement
issymbol error rate (SER), which isdefined as:

_ total number of symbol errors
~ total number of input symbols received

SER 13)

Note that each input symbol consistsof four bits.



Figure 13. White-Noise Impairment — Simulation Results
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There are several factorsthat affect the performance of a Viterbi decoder in the presence of noise. Oneis
thelength of the path history analyzed by the decoder before selecting the most likely output. In general,
it should be four or five times the encoder constraint length. Further increasein path history length gives
only marginal improvement in performance.

Another performancefactor isthedecay timeof the low-passfilter that isused to accumulate distance. By
decreasing its time constant, the decoder can be made to respond to short noise bursts in the channel.

Thetableof eight accumulated distance val ues providesa convenient way of monitoring the performance
of thedecoder (and noise activity in the channel) in the absence of any prior knowledge of incoming data.
Recall that these eight accumulated distance values allow the selection of minimum cost path at every
symbol time interval. These values are also updated as new data is processed. During the relatively
noise-free periods of transmission, it is observed that only one of the eight distance values remains
significantly smaller than therest. Thisin turn forcesthe decoder to select one particular path at every time
interval. Asthe signal deteriorates, the difference between the minimum value and the rest of the table
contents decreases. At some point, all distance values become so much alike that the decoder can nolonger
identify the correct path. Thisis the stage in which the BER increases considerably.



Table 1. Program Benchmarks

Speed And Memory Requirements

CPU Loading
per Symbol,
Excluding
Code Size Data Size Initialization
(in Words) (in Words) (in Machine Cycles)
V.32
Encoder 79 10 90
V32
Decoder 768 837 963-973

Table 1 showsthecode size, datasize, and CPU loading of the V.32 encoder/decoder program. Thisis by
no meansafully optimized implementationof V.32 ontheTMS320C5x. Thiscodeiswritten withthebasic
aimsof demonstrating the capabilitiesof the TMS320C5x digital signal processor family and providing
system designerswith a head start on V.32 modemdesign. Table 2 and Table 3 present memory and speed
requirementsfor variousmodulesof the encoder and decoder. There are several speed-vs.-memory iSsues
that can best be resolved by the system designer. The following paragraphs highlight some of them.

Table 2. V.32 Encoder Code

No Function Name Code Words Machine Cycles
1 START 8 9
2 UNPACK 6 15
3 DIFF 1 12
4 ENCODE 20 21
5 PACK 12 20

Table 3. V.32 Decoder Code

No Function Name Code Words Machine Cycles
1 RD_DATA 17 22

2 GET-RGN 108 80 - 112

3 GET-CUR-DIST 136 142

4 GET_ACC_DIST 228 489

5 MIN_ACC_DIST 36 65

6 GET-PATH 12 132

7 GET_SYM 11 15

8 DIFF 21 24




Theapproach that should be taken wherever speed-vs.-memory tradeoffsexist isto optimizefor speed. For
instance, the GET—-RGN function uses a 416-word table to identify the eight closest constellation points.
As discussed in the Algorithm Implementation on the TMS320C5x section on page 88, an aternate
approach is to compute the distance between each constellation point and the current input and select the
minimum distance point.

Inthe GET-CUR-DIST routine, distances corresponding to eight path states are computed by inline code,
asopposed to looped code. Thisis done tofacilitate the scrambled order of storagein the DIST table (see
Figure 12). A considerable amount of program space may bereleased (approximately 100 words) if looped
codeisused here at the cost of additional machine cyclesrequired to set up theloop and to accessthe DIST
table.

In contrast with the GET-CUR-DIST routine, the GET_ACC_DIST routineisvery difficult toimplement
in loop form. Each delay state computation itself makes use of iterative code. Furthermore, path-state
sequences are unique for each delay state.

Summary

The TMS320C5x provides a powerful DSPenginefor data-communication applications. Thisapplication
report presents an efficient implementation of data encoding and decoding algorithms for V.32 modems
on the TMS320C5x.

The encoder and decoder source code is designed with a generic hardware interface in mind. System
designerscan modify theinput/output modulesto suit their hardware requirements. Theencoder algorithm
isfairly straightforward. Most of the number crunching isrequired by thedecoder algorithm. Although the
codeiswritten for the V.32 modem standard, a conscious effort is made to point out the V.32-specific and
general-purpose Viterbi functions for adaptation of the codeto any other Viterbi decoding scheme. For the
same reason, the program flow is discussed in considerable detail.

Assembly code can be run on TMS320C50/1 in real time, without requiring any external memory. On a
35-ns TMS320C5x, the entire code only takes approximately 8% of the CPU time.

Code Availability

The associated program filesare available from Texas | nstruments TMS320 Bulletin Board System (BBS)
a (713) 274-2323. Internet users can access the BBS via anonymous ftp at ti.com.
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Abstract

This report presents an enhanced forward error-correction scheme that complies with the U.S. Digital
Cellular (USDC) standard. The proposed scheme uses ageneralized Viterbi algorithm (GVA) based on N.
Seshadri and C-E. W. Sundberg's, "' Generalized Viterbi Algorithm for Error Detection with Convolutional
Codes" [1] that produces an ordered list of N globally best estimates of the transmitted sequence. The
scheme usesthe GVA to enhance performance of the USDC voice channel decoder and isimplemented on
the TMS320C53 fixed-point digital signal processor (DSP). This paper shows that the ’CS53
implementation of the algorithm does not require significant increase in computational overhead when
compared to a standard Viterbi algorithm.

Introduction

The second-generation U.S. cellular radio telephone system (I1S-54 standard) is based on digital
technology. To increase system capacity and improve speech quality, the voice channels use digital
transmission for both forward and reverse radio links. Each radio channel is shared by at |east three mobile
unitsthrough atime-division multiple access (TDMA) scheme. Elaborate forward error-correction (FEC)
techniques are employed to operate these radio links reliably under low carrier-to-interference (C/I) ratio
and high data-transfer rate. The 1S-54 standard combats channel noise by using systematic cyclic
redundancy check (CRC) codes, convolutional encoding, and frameinterleaving techniquesontransmitted
data. Although the standard does not recommend any particular decoding algorithm, the Viterbi algorithm
(VA) is most commonly used by system designers.

Variousgeneralizations of the original Viterbi algorithm have been presented in theliterature[1, 2, 5, 6].
These schemes provide enhanced performance over the conventional Viterbi algorithms for a number of
applications, including automatic repeat request (ARQ) schemes, concatenated codes, coded Viterbi
equalization, etc. Onescheme[ 2] modifiesthe VA todeliver areliability valuefor each bitinthemostlikely
path sequence. This algorithm is useful for Viterbi equalization on 1S-54 radio channels, leading to an
improved performanceof theouter VA performing the FEC. Another scheme [1] generalizesthe VA tofind
N globally best estimates of the transmitted sequence. It is shown here that this algorithm is particularly
appropriate for the rate-112 framed convolutional encoder used by the 1S-54 voice channel. This GVA is
implemented on the TMS320C53 fixed-point DSP.

Algorithm Description

Itiswell known that bit errors usually occur in burstsin Viterbi decoders. If you know the globally second
best path, the third, etc., you can use thisinformation to reducethe burst error rate under noisy conditions.
Toselect N best paths simultaneously, N best survivors (out of 2N for arate-11m code) at each state must
be retained during theforward pass through the trellis. Thisisreferred toasparallel GVA in{1]. However,
for this application, only one path is estimated a atime. If requested, the serial GVA [1] produces the nth
best path on the basis of the previous n—1 best paths.

The serial GVA agorithm, as shown in Figure 1, is selected for the voice channel FEC because it results
in reduced memory requirement and less computational overhead, as discussed in the next section.

The1S-54 voice channel usesaconcatenated coding scheme in which each message frame isdivided into
two bit classes: class | and I1. For thetwel ve perceptually most important bits of class|, a19-bit systematic
CRC codeis generated. These bits, along with the rest of the class| bits. form input to a rate-112 framed
convolutional encoder with a constraint length of 5. The class1I bits remain uncoded.



Theframe size of theencoder is89 bits, including fivetail bits. The encoder always starts and endsin state
0. Theserial GVA decoder maintainsastate path history asit expandsthetrellisin theforward pass. It also
setsuptwoaccumul ated metric tables, accuml| and accum?2, for thetwo globally best paths. Sincethetrellis
expandsfrominitial stateO, thefirst element of theaccum1 tableisinitialized to 0, and therest of thetable
issettoalarge positivenumber for adistance-typemetric (or alarge negativenumber for acorrelation-type
metric). Similarly, the second table, accum?2, is also initialized to alarge positive number, except for the
first element, which, in this case, isinitialized with a positive integer N.

Figure 1. 1S-54 Voice-Channel GVA Algorithm
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The first pass of the algorithm produces the globally best estimate of the transmitted sequence. The
algorithm, inthiscase, isidentical toaconventional VA, with oneexception: it updatesthestatecount array
asit traces the best path back in time. Thisstate count array is used for any subsequent invocations of the
GVA. Each element h;; of the state count array uniquely representsstatei in timeinterval j and indicates
how many of the previously identified n—1 best paths pass through statei in time j. When the GVA is
invoked for the first time, the state count array is initialized to 0. During trace-back of the best path,
corresponding elements of the array are incremented by 1.

Tofind the second best path, the trellisisexpanded again; however, this time, the second best path (out of
four possible survivors) that enters state i in time j whose h;; != 0 is retained. For the states whose
corresponding hy;s are 0 (that is, statesthat are not included in the globally best path), the best survivor is
retained. Notethat, in this case, no processing isrequired because the state path table already contains the
history of the best path. During the trace-back phasefor the second best path, elements of the state count
array that corresponds to the path are incremented by 1. This procedure is repeated for n best paths.

For therate-112 voice channel coding, two survivors normally leave and enter statei at any given instant.
The better of the two pathsentering statei isretained for further expansion. However, for the second best
path estimation, four links are considered. Two linkseach from statei and statei+16 intimej-1 enter state
iintimej. Two links are retained for further expansion. The accumulated metric tables, accuml and
accum?, represent thetwo survivorsfor statei. The differencebetween theinitial state 0 metrics of thetwo
best paths (that is, accum2 — accuml = N) serves to maintain an initial offset between the two most
likely paths. This allows the two paths to possibly diverge later in time. The actual value of N is
system-dependent and can be determined experimentally.



Theknowledge of the second best path, thethird, etc., isutilized by the voice channel decoder in thisway:
if the CRC syndromeisnonzerofor the best path, thedecoder output containserrors. In thiscase, thesecond
best estimate of the transmitted data is considered. If the CRC check is successful on this estimated
sequence, then it is selected as the decoder output. Otherwise, the next best path is considered. This
procedure is repeated either until an estimated sequence with zero syndrome isfound or until the L best
candidatesfail. In case of failure, the current speech frameis marked bad, and aframe-masking procedure
isinitiated as specified by the | S-54 standard.

Implementation Details

Programmable DSPs are widely used in digital cellular mobile unit and base station designs. The
high-performance TMS320C5x isespecially designedfor digital cellular applications. The newest member
of this generation, the TMS320C53, provides a low-cost, low-power DSP engine with more than 20K
wordsof on-chip memory. I1ts35-ns fast instruction cycle time, large on-chip memory, and programmable
power-down modes make it especially suitable for hand-held telephone designs.

The GVA isimplemented on aTMS320C53. The’C53 min/max instructionsfacilitate a search algorithm
for trellis expansion. Its dynamic bit testing and zero-overhead loops efficiently implement a trace-back
routine.

The serial GVA agorithmis chosen for two primary reasons:

e The reatively insignificant increase in computational overhead when compared to a
conventional VA
® | essmemory usage compared to other types of GVAs

Thefirst passof the GVA algorithm (that is, search for the best path) isidentical to aconventional VA. The
only additional overhead isthe updateof thestate count array during thetrace-back stage. Thesecond pass
of the GVA (if required) ismore complicated. In thiscase, two out of four possiblesurvivorsare selected.
Thisnormally requires abinary search of the accum1 and accum? tables (for atotal of five comparisons).
However, when an ordered list of accumulated metric tables is maintained, only two comparisons are
required. Moreover, comparisonisrequired only for thetrellis pointsfor which h;jisnonzero, aspreviously
discussed. Table 1 summarizesthe result of aTMS320C53 implementation of conventional VA and serial
GVA dgorithms. Although the serial GVA takes longer to find the second best path, it isrequired to do so
only if the CRC syndromefails on the best path. Therefore, the computational requirement of the serial
GVA averagesout over varying channel conditions.

Table 1. Algorithm Execution Time on a 35-ns TMS320C53

Serial GVA
Conventional VA Best Path Second Best Path
Trellis Expansion 1.15ms 1.15ms 3.1ms
Trace-back 31.15us 46.7 pus 46.7 ps

Theother advantageof thisalgorithmisitsconservative memory requirement. Thetwo main system design
congtraints of a portable dual-mode phone are small form factor and low power consumption. Both
preclude adesign from having alargeamount of expensivestatic RAMs. Since thealgorithm seriadly finds
theglobally best estimates, thereisno need to save path historiesof the previously found paths. Therefore,
one state path history buffer suffices for thisapplication. Table 2 compares the memory requirement of a



serial GVA that findstwo best paths with the memory requirement of aconventional VA. Both algorithms
are implemented on a TMS320CS53 processor.

Table 2. Memory Requirement

Conventional VAT GVAT
State Path History 192 192
State Count - 192
Accumulated Metric 32 64t
T Number of 16-bit words required
¥ For best and second best paths
Results

Theperformance of the GVA incomparison withtheconventional VA isshowninFigure2. Themodulation
scheme used is phase-shift keying (PSK). The results are measured over a simulated additive white
Gaussian noise (AWGN) channel . Figure 3 showsthe path history of the voicechannel encoder for asample
input sequence. It also showsthe best estimated path and the second best path traces. Note how the second
best path diverges from the best path briefly and remerges with it subsequently. If the best path diverges
only oncefrom the actual encoder path, it is likely that the second best path will match the encoder path.

Figure 2. Simulated Bit Error Rate of Serial GVA Versus VA
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Conclusions

In general, modified Viterbi algorithms offer improved performance of aforward error-correction design
at the expense of more computational overhead and added complexity. This paper presents an FEC
subsystem for a USDC voice channel that uses a generdized Viterbi algorithm [1] to combat bit errors
under noisy channel conditions. It shows that the proposed FEC design performs better than a standard
Viterbi-based design. Furthermore, the FEC design does not require significant increase in memory space
and processing power. The algorithm isimplemented on adigital signal processor, the TMS320C53. The
experimental resultsindicate that even when the proposed algorithm isrestricted to two best estimates of
the transmitted sequence (that is, L = 2), its bit error rateis less than that of a standard Viterbi algorithm
operating under similar channel conditions. Further performance improvement isachievable if morethan
two estimated sequences are generated.

References

Seshadri, N., and Sundberg, C-E. W., " Generalized Viterbi Algorithm for Error Detection With
Convolutional Codes", GLOBECOMM '89 Conference Records, pp. 43.3.1 - 43.3.4.

Hagenauer, J., and Hoeher, P, "A Viterbi Algorithm With Soft-Decision Outputs and Its
Applications", GLOBECOMM '89 Conference Records, pp. 47.1.1 - 47.1.7.

Cellular System: Dual-Mode Mobile Sation - Base Sation Compatibility Standard, |S-54
Project Number 2215, Electronic Industries Association, December 1989.

TMS320C5x User s Guide, Texas Instruments, 1993.

Hashimoto, T., "A List-Type Reduced-Constraint Generalization of the Viterbi Algorithm™,
|EEE Transactionson Infinity Theory, Volume I T-33, November 1987, pp. 866-876.

Schaub, T., and Modestino, J.W., "An Erasure Declaring Viterbi Decoder and its Applications
to Concatenated Coding Systems", ICC '86, 1986, pp. 1612-1616.






Part V
Baseband Modulation and Demodulation






|S-54 Digital Cellular Modem
Implementation on the TMS320C5x

Balaji Srinivasan
Digital Signal Processing Applications — Semiconductor Group
Texas Instruments Incorporated






Introduction

Digital cellularand digital mobileradiocommunicationaretoday's key topicsin thecommunicationsfield.
Digital mobilecellular communication systemsare being introduced in the U.S., Canada, Europe, Japan,
and many other countries. Various standards like the U.S. Digital Cellular (USDC), Global System for
Moabile Communications(GSM), and Personal Digital Cellular (PDC) have been proposed in different
countriesfor the development of a mobile cellular communication system. The U.S. Digital Cellular
standard is specified by the Telecommunications Industry Association (TIA). The TIA has specified
n/4-DQPSK asthenew modul ationstandardfor theemergingU.S. digital cellularcommunication systems.
Thefocusof thisreport ison thetheory and implementationof then/4-DQPSK modem ontheTMS320C5x
DSP. The TMS320 family of DSPs iswell suited for such modem applications. The advanced features of
the’C5x have made the high-data-rate modem implementation possible. Thisreport isorganizedinto the
followingtopics.

® Description of n/4-QPSK modulation scheme
Theory of the n/4-DQPSK modem
e  Modem implementation on the TMS320C5x
e Performanceresults
Summary

Thekey featuresof the TMS320C5x that provideexcellent codeefficiency and ease of implementationare
discussedin the Modem I mplementationon the TMS320C5x section on page 119.

Description of d4-QPSK Modulation Scheme

A study of various modulation schemes like QPSK, OQPSK, GMSK, and TFM have been made, and
attention has been focused on the use of linear modulation techniquesfor nonlinearly amplified systems
to meet both the power and spectral efficiency requirementsof mobilecellular systems. There hasbeen a
searchfor alternative unstaggeredlinear modulation systemsthat have low envelopefluctuation. After a
thorough analysis, n/4-QPSK was proposed as the standard modul ation techniqueto be used in thedigital

cellular environment. n/4-QPSK is an unstaggered modified version of QPSK with two sets of

constellationstotaling eight constellation points. This modificationto QPSK hascarrier phasetransitions
that arerestrictedto +n/4 and + 3n/4. Since the phasedoes not undergoinstantaneous + & transitionsas
in QPSK, the envelope fluctuation at the output is significantly reduced. Also, as this is not a
staggered/offset scheme, coherentaswell asnoncoherentdetectioncan beappliedton/4-QPSK. It hasbeen
shownthat thespectral efficiency obtai nedistwicethat obtained by two-level digital FM, GM SK, or TFM,

which are constant envel ope modulation techniques.

The n/4-shifted-QPSK signal constellation can be viewed as the superposition of two QPSK signal
constellationsoffset by 45° relative to each other, resulting in eight signal phases. Symbol phases are
aternately selected from one of the two QPSK constellations, and as a result, successive symbolshave a
relative phase difference that is one of the four angles, *n/4 and =3n/4. Figure 1 illustrates the
n/4-shifted-QPSK signal constellationand the various possible phasetransitions. As Figure 1 shows, two
constellation sets, one with four possible phases (0, n/2, &, and £xn/2) and the other with another four
possible phases (n/4, 3n/4, -3n/4, and £rt/4) are used in the actual modulation. Thereis arelativeni4 shift
between the two constellation sets; hence, the name m/4-shifted QPSK.



First, theinput dataisbufferedinto one of thefour possible dibit symbols (namely, 00, 01, 10, or 11). Then.
for odd numbered symbols, the output signal phase is chosen from one of four possible phases of the
constellation set &; for even numbered symbols, the output signal phaseischosen fromoneof four possible
phases of the constellation set &. The choice of the particular phase within aconstellation set depends on
thedibit input. As usual, to reduce dibit errorsin the receiver, Gray coding of dibitsisdone prior to phase
selection from a chosen constellation set. This alternate selection of a constellation set can be reversed for
odd and even numbered symbols. In conventional QPSK, only one of the constellation setsischosen. Due
to the change of constellation sets in m/4-shifted QPSK, eight signal constellation points are possible.
Although eight constellation points are seen in the constellation diagram and they look like the 8-PSK
signal constellation, the choice of signal phasesfor every symbol isonly four; hence, it is gtill a4-phase
QPSK. Inconventional QPSK, the possible phasetransitionswere0, + nt/2, and . Here, the possible phase
transitionsare only +m/4 and + 3x14, thereby reducing the envel ope fluctuations of the modulated output
signal. Envelope fluctuations are very important since demodul ation becomes difficult when the signal is
amplified by nonlinear amplifiers (which are common in cellular systems). An OQPSK (offset QPSK)
scheme reducesthefluctuations but restrictsthe type of demodulation scheme to becoherent. Noncoherent
demodul ation has certain advantages in the cellular systems, and n/4-shifted QPSK allows the flexibility
to use either coherent or noncoherent demodulation. If differential encoding is also performed prior to
signal mapping, the scheme becomes n/4 DQPSK.

Figure 1. n/4-Shifted QPSK Signal Constellation
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Theory of the /4-DQPSK Modem

Basic Modem Specifications

The specificationsfor theU.S. digital cellular modem wereset by theTIA. A few of the specificationsthat
arerelevant to this application are:
e Modeof operation
- 30-kHz channel structure, each channel operatingon TDMA burst mode
- Grosshit rate of 48.6 kbps
e Modulation
- m/4-shifted differentially encoded quadrature phase shift keying
- Gray coding used in signal mapping to reducedibit errors
- Spectral shaping to limit adjacent channel interference
- No specificimplementation method
e Basebhandfiltering
—  Square-root rai sed-cosine pul se-shape frequency response
Linear phase response
- Roll-off factor for square-root pulse shaping filter to be 0.35
- No specificimplementation method
e Demodulation
= Any coherent or noncoherent demodul ation method
- No carrier-related specifications(TMS320C5x implementationis a baseband modulation
and demodulation)

Modulator

The theory behind signal mapping and baseband filtering for modulation is reproduced from the TIA
document[ 7] here. Theblock diagramof them/4-shifted DQPSK modulatorisshownin Figure2. Theinput
48.6-kbps data stream is converted into symbols as dibits Ax (odd bit) and By (even bit). Then the
informationisdifferentiallyencoded (symbol saretransmitted aschangesin phasebetween two successive
symbolsrather than as absol ute phases) and mapped into one of the signal phasesfrom either of the two
signal constellationsdescribed in the Description of 7/4-QPSK Modulation Scheme section on page 113.
The symbolscan befirst differentially encoded and then mappedinto asignal phaseasatwo-stepprocess,
or they can be combined into asingle step with a set of equations. The digital data sequences Ag and By
areencoded as Iy and Qy according to thefollowing set of equations.

Ik = Iy cos[ Ad(Ay, By) 1 - Q-1 sin[ Adp(Ag, By) ] @
Qx = Ix_; sin[ Ad(Ay, By) 1 + Qi1 cos[ Ad(Ay, By) ] @

Ix_1 and Qy_; arethe previoussymbol's | and Q values. Ad(Ay, By) isthe phasechangein the kth symbol
interval and is determined according to Table 1. The phase change valuesare Gray coded.

Table 1. Phase Calculation

Ak Bk Ad cos(Ad) sin(A¢)
0 0 +n/4 + +
0 1 +m/4 + -
1 0 +3n/4 - +
1 1 -3m/4 - -

115



Simple trigonometric manipulation easily shows that Equations (1) and (2)are derived from

Iy = cos[¢y] = cos[Ox_1 + Ad(Ak,By)]
Qg = sin[¢y] = sin[¢y_1 + A ¢(Ag,By)]

3
@

where ¢0x and ¢x_; are the absolute phase angles corresponding to the kth and (k—1)th symbol intervals,
respectively.

Thesignals Iy, Qy at the output of the differential phase encoding block can take one of the five values 0,

*1o0r & L_ , asseen from the constellation of Figure 1. Impul sesIy, Qx are applied tothe | and Q baseband

pulse-shaping filters. The baseband filters have linear phase and square-root raised-cosine frequency
response of the form:

1

HE = 4 /0.5(1-sinfm(2£-1)/2a])
0

 f < (1-a)/2T ®
((1~0)2T = f < (1 + 02T
:f> (1 + o)/2T

where T isthe symbol period. Theroll-off factor, &,determines thewidth of thetransition band andis0.35
as per the specifications.

Figure 2. Modulator Block Diagram
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The baseband-filtered | and Q signals are then multiplied by the carrier and transmitted over the channel.
The implementation on the TMS320C5x is a baseband modem, hence; the carrier is not included as part
of the modulator block diagram.

Demodulator

Digital communication systemsthat operate in power- and bandwidth-limited channelsgenerally employ
coherent detection that involves carrier-recovery technique. In a Rayleigh-faded mobile channel with



AWGN, coherent systems have a significant advantage in power efficiency and performance over the
noncoherent demodulation involving differential or delay detection techniques. But in a mobile
environment, disturbances such as multipath fading, Doppler frequency shifts, and phase noiseare present.
Coherent detection, whichisbased on thecarrier frequency and phase lock, may suffer disadvantagesover
the noncoherent detection, though coherent detection has 3-dB power efficiency. Additionaly, the
noncoherent detection makesthe receiver design simpler.

Since the current implementation on the *C5x is a baseband modem that does not involve the carrier, and
since noncoherent demodulation offers significent advantages, baseband differential detection has been
chosen astheimplementation technique on the’C5x. Note that the TI A has not recommended any specific
demodul ation method.

Figure 3. Demodulator Block Diagram
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Theblock diagram of the demodulator isshown in Figure 3. Thetheory of baseband differential detection
[S) isdiscussed in thefollowing sections.

Since no carrier multiplication is performed in this’C5x implementation, the signalsw; and z; are directly
available at the demodulator without any cosine/sine multiplication. At this time, w; and z, are sampled,
and thefiltering, differential detection, datarecovery, and symbol timingoperationsare performed. Inthis
implementation, the samples wy and zy are made directly availableto the demodulator in order to test the
modem in the loop-back mode.

Filtering

The samples of w and z; are passed through the matched filters in the receiver. Since the baseband | and
Q signals at the transmitter are filtered by square-root raised-cosine pulse-shaping filters, the matched
filtersat thefrontend of thereceiver aredesigned to give the samefreguency response sothat thecombined
receiver/transmitter response becomes raised cosine.

Differential Detection

Differential detection (delay and multiply) is performed with thefiltered samples wy and zy according to
thefollowing equations.

wi =cos(9x - 0) and zy =sin(¢x  0) )

where ¢y is the phase of the carrier at the samplinginstant and Oisan arbitrary phase shift that iscanceled
in the differential operation.



After the detection operation:
Xk = WgWg_| + ZkZg_ = Cos(Ok - Ox_1) )
Yk = ZkWi-1 — WkZk_1 = sin(¢g — Ox_1) ®

where wi_j and z,_; are the one-symbol. time-delayed values of wy and zy, respectively.

Data Recovery

Equations (7) and (8) retrieve the phase change between two successive symbol intervals. Using Table 1
and the values of xi and yy. it is simple to decode the dibit information transmitted according to the
following hard decision rule.

a=0 ifxk>0; ac=1 ifxx<0 o)

bgy=0 ifyk>0;bk=l ifyy <0 10)

Symbol Timing
Symbol timing isone of the most important aspectsof the demodul ator because the hard-decision decoding
has to be performed for data recovery in the appropriate sample so that, in the presence of noise, the
recovered information is without error. InaTDMA environment where fast synchronization is required,
differential detection is more advantageous, asit does not depend on the carrier recovery and phase lock
in the beginning. Thetheory of symbol timing is based on asimple squaring/energy comparison technique
[6]. Assuming four samples per symbol, the energy is calculated at every sample as
e=x2 +yi? ()
In the beginning of timing acquisition, an assumed mid-baud sample (say sample 3) is used for data
recovery. Sample 2 and sample 3energies aredesignated ase,, and ey, respectively. At the assumed sample
3, the value of e, - €, is calculated. The symbol timing is varied according to the following algorithm.

Let thresh = a threshold value ; counter = a count val ue
begi n:
If | en—ep | > thresh then goto * correct -
el se goto ’ done
correct: If e, _ ey, > 0 then goto ' checkm -
el se goto ’ checkl -

checkm countl =0
If countm - counter = 0 then goto ' advance
el se
{ countm= countm+ 1
goto ' done ' }
checkl: countm= 0
If countl - counter = 0 then goto ' retard -
el se
{ countl = countl + 1
goto ' done '}
advance: " Process to advance the tining by one sanple ~
goto ' done '
retard: " Process to retard the tinming by one sanple ~

done:



In this algorithm, the values of counter and threshold areinitialized in the beginning to estimated values
by trial and error. The value of counter can be kept small in the beginning of timing acquisition and later
changedtoalarger value sothat thetiming lock ismaintained. Thismethodismorestablewith phaseerrors
and small frequency shifts, as it does not depend on carrier recovery.

Modem Implementation on the TMS320C5x

Interrupt Organization

Thedataratefor the modem is48.6 kbps, per the TIA specifications. The symbol rate for QPSK, then, is
24.3kbaud/s, as every symbol comprises two bits. The number of sampleshaud chosen isfour, both for
the modulator and demodulator. This meansthe baseband filtersat the modulator need to generate at |east
four filtered samples/baud; hence, the minimum sampling frequency that isrequired is97.2kHz. Thetime
available tocompletethe entiremodem operationisquitecritical, duetothis high sampling frequency. For
real-time operation, interrupts are generated at this rate. The consecutive interrupt routinesare organized
in a particular way for ease of implementation and code efficiency. Figure 4 details the operations
performed in the consecutiveinterrupts.

Figure 4. Interrupt Organization
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Modulator Implementation

Pulse-Shaping Filter

The pulse-shaping filters are designed using a commercia filter design package [9]. A 20-tap
pulse-shaping FIR filter with a roll-off factor of 0.35 is designed, and the coefficients are stored in the
program memory. The same set of coefficientsare used for both | and Q filtering. Thel and Q values (the
filter inputs) do not change over acomplete symbol period. This means once the modulator look-up table
isread in thefirst interrupt, these values remain unchanged for the next three interrupts. Therefore, the
interpolation technique isemployed infiltering. Aninterpolation factor of 4isachieved. Thus, the number
of coefficientsused in multiplication isreduced to 2014=5. The number of filter delays usedisaso 5. This
interpolation technique saves three-fourths of the time required to run the normal filter. The delays are
updated onceinfour interrupts; specifically, in theinterrupt just beforethetable look-up isdone. Thefive
| delays are immediately followed by five Q delays in the internal dual-access random-access memory
(DARAM). The MADS instruction is used in the first three interruptsfor multiply and accumulate. The
MADD instructionis used in thefourth interrupt because the delays are al so updated so that the new | and
Q vauescan beloaded. The BMAR register isloaded with the appropriate address before the modulator
filter iscalled in the main routine. Sinceit isan interpolation filter, thefilter coefficients arerearranged in
different blocksof fiveconsecutivelocationsin program memory, sothat the appropriate set of coefficients
is used by filtersin the four consecutive interrupts.

The modulator filter isimplemented using one of the circular buffers in the ’C5x. The circular bufferis
initialized in the beginning of the program as adecrement-type buffer. The circular buffer | and Q delays
with the auxiliary register pointer (ARP) are as shown below.

Q. — Circular buffer end low address
Q-1
Qx2
Qk-3
Auxiliary Qx4

register — = K
pointer 1
| 0%}
3
L4 — Circular buffer start high address
Thefilter code isof the general format

rptz #coefnum
mads/madd *.
apac

sach



The preceding filter code does not involve overhead such asloading scaled filter inputs, loading thefilter
pointer with the appropriate address, etc. Both | and Q filtering are performed using asinglecircular buffer
with contiguous filter delay locations.

The modulator circular buffer pointer pointstolocation Iy at the start of thefirst interrupt. Asshown in the
modulator code, the new value of Iy is accessed from the look-up table and loaded, then decremented in
such away that it pointsto the Qy location. The new Q, valueisthen loaded and the pointer is modified
sothat it isreset to the start address. The BM AR register isloaded with the appropriate address so that the
filter operates on the appropriate coefficients. The BMAR register allows the dynamic addressing for the
filter instructions MADS and MADD. There is no data move involved in the filter for the first three
interrupts. In the last interrupt, MADD is used so that a data delay creates the space for the next | and Q
values.

Differential Encoding and Signal Mapping

As discussed in the Modulator subsection on page 115, Equations (1) and (2) implement differential
encoding and signal mapping as a direct one-step process. Those equations can be further reduced and
tabulated as shown in Table 2.

Table 2. Reduced Equationst

Ak By Ik Qk

0 0 sincos X (lk—1 — Qk-1) sincos X (lk=1 + Qk-1)
0 1 —sincos X (lk—1 t Q1) sincos X (lk—1 - Qx—1)
1 0 sincos X (lk—1 T Qk-1) —sincos X (lx-1 — Qk-1)
1 1 —sincos X (lg—1 — Q-1) —sincos X (lk—1 + Q1)

T sincos = i,. = 0.707
2

-

Thefollowing tablesfor odd and even symbols are generated from the equations in Table 2 and the naming
pattern of the constellation in Figure 1. The values inside the parentheses (within the table entry) are the
corresponding (I, Qy) values. Thecolumn headingsof thetablerepresent Ay, By and theconstellation point
per the constellation of Figure 1.

Table 3. Odd-Symbol Look-Up

Ay Bk even0 (0) event (1) even2 (2) even3 (3)
0 0 (+0.707,+0.707)  (-0.707,+0.707)  (-0,707,-0.707)  (+0,707,-0.707)
0 1 (+0.707, -0.707) (+0.707, +0.707) (-0,707, +0.707) (-0,707,-0.707)
1 0 (-0.707, +0.707)  (-0,707,-0.707)  (+0,707,-0.707)  (+0,707, +0.707)
1 1 (-0.707,-0.707) (+0,707, -0.707) (+0,707, +0.707) (-0,707, +0.707)




Table 4. Even-Symbol Look-Up

A By eveno0 (0) eveni (1) even2 (2) even3 (3)
0o o (0,1) (-1,0) 0,-1) (1,0
0o 1 (1,0) 0,1 1,0 ©,-1)
10 1,0 ©0,-1) (1,0) 0, 1)
11 (0, 1) (1,0) ©,1) (-1,0)

Modulator Look-Up Table

Theconstellation points are named 0, 1, 2, and 3, whether for an odd symbol or an even symbol. The odd
symbols and even symbols are designated as symO and sym1, respectively, and pcn stands for previous
constellation. For example, pcnOsym0O means that the previous constellation was numbered 0 and the
present symbol is odd. The organization of the tableisasfollows.

Table 5. Modulator Look-Up

Address Naming Description Table Entry
Lookup Table Main Base Address
Setl's Base Address: pcnOsymO ALOBO Ik value
Qg value

Next Addresst

AOB1 -do -
A1BK0 -do-
Ag1By1 -do -

1 This value is the next set's base address for the new symbol, and it is calculated relative to the look-up table's
main base address.

There are eight sets of table entries as shown above (pcnOsym1, penlsym{, etc.) with each set having
entriesfor A 0B0, Ax0Bg1, Ay 1B 0, and Ay 1B 1, and each A By having threeentries, totaling 96 entries.



Updating the Look-Up Table

An ARP pointer (for example, ar4) isused to point to thelook-uptable address. Thefollowing codeexcerpt
gets new valuesfor Iy and Qy from the modulator look-up table and updates the table address pointer.

Modul at or Tabl e Mani pul ati on Code

I nterrupt
Ist: | bmar ,#bmar1 ; bmar reg = base address of 1st set
; interpolationcoeffts in prog nem
lacc *+, 13, ar2 ; load ik val ue
sach *-, 0, ar4 ; storein filter's ik input |ocation,
lacc *+, 13, ar2 ; load gk val ue
sbrk  #coefnum + sub coef. no (19) to point the gk
, filter input location
calld Mod fltr, *, ar2 ; call delayed filter
sach  *- ; store accin filter's gk i/p location
zap ; clear acc. & p reg.
nar *,ard ; after filtering, arp=ar4
| ar *,ar4,ar5 ; ard=next set's base address
2nd: lacl *+ ; load 1st bit of dibit data
sacl data ; storein var "data"
lacl *+ ; load 2nd bit of dibit data
sacl datal ; store in var "datal”
| m brmar, #bmar2 ; bmar=interpolation coeff. address
calld Md-fltr, *, ar2 ; call delayed filter
zap ; clear acc. & p reg.
nop nop to fill up del ayed call
3rd: lacl scrdata ; load 1st scranbled bit
nop ; ho operation
XC 1, gt ; if that bit is a 1 execute foll ins’'n
adrk  #6 ; add 6 to | ookup tabl e pointer
lmmr brar, #bmar3 ; bmar=interpolation coeff. address
calld Mod fltr, *, ar2 ; call delayed filter
dmov datal ; move datal into data
zap ; clear acc. % p reg.
4th: lacl scrdata ; load 2nd scranbl ed bit
nop ; no operation
Xc 1, gt ;if that bit is a 1 execute foll ins’n
adrk #3 ; add 3 to | ookup table pointer
| mT brmar , #bmar4 ; bmar=interpolation coeff. address
calld Md-fltr, », ar2 ; call delayed filter
zap ; clear acc. & p reg.
nop nop to fill up del ayed call
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In the first interrupt, after the | and Q values are accessed and loaded into the appropriate filter input
locations, thefilter isexecuted. The pointer ar4 now pointsto thelocation wherethe next set's base address
isavailable, and this address valueisloaded into ar4. In the second interrupt, the new dibit dataisread. In
the third interrupt, ar4 isincremented by 6 if thefirst bit of thedibit dataisa 1; otherwiseit isunchanged.
Inthelast interrupt, ar4 isincremented by 3if thesecond bit of thedibit dataisal; otherwiseitisunchanged.
Thisway, ar4 ismodified sothat it pointsto the appropriate subset base addressin the set chosen in thefirst
interrupt.

Thedifferential encoding and signal mapping only takes three cycles (max) for the ARP modification in
any interrupt. The modulator codeis found to be highly efficient with this implementation. Thisis made
possiblewith the powerful features of the’C5x. Thecircular buffer feature enabl es absol ute zero-overhead
filtering. Dynamic addressing with MADS and MADD makes interpolation filtering easier. Single-cycle
decision-making instructions like XC make |ook-up table pointer modification simpler. The instructions
for delayed call, return and branching, and special instructions like ZAP and RPTZ reduce the various
branch overheads.

Demodulator Implementation

The demodulator performs | and Q matched filtering, differential detection, data recovery, and symbol
timing. Unlike the modulator, the operations performed by the demodulator in four interruptsare the same
except for the symbol timing loop.

Input Filtering

Theinput | and Q matched filters have square-root rai sed-cosinefrequency response. They are 20-tap FIR
pulse-shaping filters similar to the modulator. But these filters cannot be implemented as interpolation
filters because the sampled | and Q values are always different. Again, four samples/baud are chosen for
the demodulator implementation. The | and Q filters are implemented using the second circular buffer,
similartothemodulator | and Q circular buffer. Theonly differenceisthat MACD isusedinstead of MADD
or MADS because the inputs are updated with every interrupt.



Differential Detection

Every timethe demodulator filter isexecuted, thefiltered Iy sampleis made available in the accumul ator
buffer ACCB, and the filtered Qx sample is made available in the accumulator. This format is used for
code-efficient differential detection. The accumulator buffer feature of the "C5x is very useful as an
accumulator backup, and data transfer between the accumulator and its buffer enhances its usage.
Differential detection and energy calculation are performed by the following short code excerpt.

sach zkl, 2 ; immly after i/p filtering,
; store acc. I N wgy
| acb ; load acc. with acc. buffer
sach wkl , 2 ; store it in wy
1t WKl ;b reg = wys
mpy wkpl i P reg = wgi.wki-
1tp zkl ; t reg = 2zx1, acc = wgp-Wkl-1
mpy zkpl i P reg = zxi.zg1-1
mpya wkp1 ; P reg = 2xj1.wk1-1
; acc = wgj.wki-1 t 2k1-2k1-1
sach xk ; store acec. in xg
1tp VK| ; t reg = wgy, acc = 2zx1.wki-1
mpy zkpl i P reg = wgi.2zki-1
sqgrs xk ; preg = xg2,
; acc = 2k1.Wkl-1 — Wkl-Zkl-1
sach vk ; store acc. in yx
lace #zero ; clear acc.
sgra vk i P reg = yx?
apac ; ace = x? + yy?
sach ener gy ; store acc. in energy
lace addr ; load synbol timng address
cal ad ; call delayed with address in acc.
dnov VK| ; MOVe wyp into wgi—g
dnov zk1 ; nove zg; into zxi—j

Noticefrom Equations(7) and (8) that every new filtered samplewy and z ismultiplied by wi_; and zx_p,
which are one symbol (that is, four samples) delayed. The segregation of interrupts facilitates efficient
implementation. There are four sets of wy, wy_; and zy, zx_; used for four interrupts. Asfar as the first
interrupt is concerned, wi; and zx; are the current filtered | and Q values and wgp) and zyp,; are the
one-symbol delayed values. Similarly, wips and zp) are the one-symbol delayed values for the second
interrupt, and soon. Hence, after performing thedifferential detection and energy calculation, two DM OV
instructionsmove wy and zy 1 into wyp and zp1 tobeused next timein that particular interrupt. Thewyp
and z., values are allocated proper memory locations to perform this. Oncedifferential detection isdone,
the symbol timing loop is caled using CALAD, accommodating the two DMOV cycles. The main
differentia detection and energy calculation takesjust 17 cycles.
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Symbol Timing

Symbol timing is performed using a program address jump with instruction CALA. The organization of
the symbol timing loop is asfollows. The variable Addr isinitialized to Samplel at the beginningof the
program.

Sanplel : Qutput the second bit of the recovered dibit
information ;
Addr = Sanpl e2 ;

Sanpl e2 : energyqrev = energy ;
Addr = Sanpl e3 ;

Sanpl e3 : energy- next = energy ;
Recover dibit data and output first bit of the
dibit information
Run synbol timng al gorithm
If no correction : Addr = Sanpl e4
If advance correction : Addr = Sanpl el
If retard correction : Addr = Sanpld
Sanpl e4 : Addr = Sanpl el

Sanpld : Addr = Sanpl e4

As seen, if thetiming is to be advanced, one sampleis skipped. If thetimingisto be delayed, one extra
dummy sampleaddress jump isinserted.

Performance Results

The performanceof the modem implemented on the’C5x under the AWGN environmentis summarized
here.

Theory

Thetheory of noi segenerationand additionisasfollows. Notethat VAR () and Std ( )represent thevariance
and the standard deviation functions.

B Signal Power Var(signal) 12)
SNR;z = 10log,, (m) = lOlog,O( )
. Var(noise) = ~2rsignal) a3
10(sMRy5/10)
For | & Qarms:

Var i = Var(I signal)  [Std signal)]? 14)
10(sNRgg/ 10) lo(s”“dﬂ/ 10)

Var g = Var(Q signal) _ [Std(Q signal)]? 15)
10(¥as /10) 10(s¥45/10)

Also

Std i = [Var_i ; Std q = [Var g 16)



Twoindependent Gaussi an-di stributedrandom-noi sesequences, I_noise[k] and Q_noisefk], aregenerated
using the Matlab software. The noiseis added to thel and Q signalsas shown below.

Lnoiselk] = I_noise[k] x Std_i an
Q_noiselk] = Q_noiselk] x Std_q as)
LKl = Ik] + Lnoise[k] 9)
Qdlk] = Q[k] + Q_noise[k] (20)

14 and Qq are the two new demodulator input pointsthat are generated using Matlab.

Testing

The modem implementationis tested using afile VO schemein which the modem runson a’C5x EVM
card and communi cateswith thehost PC for anonreal -timefiletransfer. Thetestingis performedwith the
setup shown in Figure5.

Figure 5. Modem Test Configuration
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Asshown in Figure5, the assumed input data patternis scrambledin the *C5x to generaterandomnessin
theinput data. About 60,000 sampleseach of | and Q are generated by the modulator and stored in files.
The*C5x EVM talksto thePC throughDSP-PC interfacesoftwarefor filetransfer. Thel and Q noisefiles
are generated by Matlab and added with modulator output files. The demodulation and descramblingis
done, and recovereddataof 30,000 bitsisstoredin afile. The number of errorsin the demodulator output
file are counted in trials with various SNR values. The modem performancefor the AWGN channel is
shownin Figure6.



Figure 6. BER Versus SNR for a Static AWGN Channel
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Performance

As seen in Figure 6, the performance in an AWGN environment closely follows the theoretical
performance. Sincethisisacellular modem, itsperformance al so needs to betested under fading conditions
withDoppler shiftsdueto vehiclespeed. The performanceof thismodem under such conditions isexpected
to beof moderate standards because theimplementation involvesrestrictions such asfewer samples/baud,
etc. The performancecould beimproved by employing moresamples/baud, asophisticated symbol timing
scheme, an automatic AGC, and an equalizer at thefront end of the demodulator. Asthe number of cycles
taken by theentire modem function isabout 160, other extrafeatureslisted above could be accommodated
to improve the performance under fading and Doppl er-shift conditions.

Speed and Memory Requirements

Table 6 lists the number of ’C5x program and data memory words required by the core
modulator/demodulator algorithm. It also provides the maximum number of cycles needed to run the
modulator and demodulator. The hardware, I/O interface, and program initialization requirements are not
included here, asthey do not fall within thetime-critical 1oop of the modem implementation. Note that this
table does not include theinterrupt handling overheads.

Table 6. Program Memory and Speed Requirements

Module Name Program Memory Data Memory Cycles (Max)
Modulator 76 + 116t 114 32
Demodulator 246 + 20t 68 126

t This is the size of program memory used for loading tables, etc.



The maximum number of wordsand cycles used by thevariousmodulesof themodul ator and demodul ator,
including the different overheads, are shown in thefollowing tables.

Table 7. Modulator Code Size and Execution Time

Module Name Sizein Words Cycles (Max)
Mod-Main 55 + 96t 13
Mod-Fltr 21+ 20t 19

t This is the size of program memory used for loading tables, etc.

Table 8. Demodulator Code Size and Execution Time

Module Name  Sizein Words Cycles (Max)

Dmd_Fitr 11+ 20t 52
Dmd_Main 124 28
Sym_Time 111 46

t This is the size of program memory used for loading tables, etc.

Asthe above tables show, both the modul ator and demodul ator have been well optimized to accommodate
future addition of modules, if necessary, for performance improvements. Thereis also alarge portion of
unused internal RAM for future memory reguirements.

Summary

The 1S-54 U.S. digital cellular modem concepts areintroduced and the theory of n/4-QPSK with signal
congtellation is discussed. The modem implementation on the TMS320CSx is explained and the
performance of the modem with AWGN is summarized. Also, the requirements of the modem regarding
speed and memory are tabulated. The efficiency and capabilities of the TMS320C5x for the high-bit-rate
cellular modem application are clearly visible from the modem implementation. This implementation
needs to be further studied under Rayleigh fading with co-channel interference and Doppler shift.
Improvements for the demodulator are suggested. The modem program is made highly modular and is
developed according to the TI Communication Software Library (CSP) developer's guidelines!. This
n/4-QPSK cellular modem implementation on the TMS320C5x family of DSPs provides guidelinesfor
cellular-systems designers to employ in using the *C5x DSP for al cellular and related applications.

Code Availability

Theassociated program filesareavail ablefrom Texas| nstruments TMS320 Bulletin Board System (BBS)
at (713) 274-2323. Internet users can access the BBS viaanonymousftp at ri.com.

1 Referto " Software Coding Guidelines for *C5x Developers™, p. 247 of this book.
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Abstract

Mobitex is a packetized wireless 900-MHz wide area network (WAN) that allows mobile/portable
subscribersto transfer data, including e-mail, through the growing national and international network
infrastructure. The network operateswith an 8-kbpsdatarate using GM SK.3 modulation. User terminals
are typicaly sophisticated portable or mobile devices that encompass one or more applications and al
additional OS| protocol layers necessary to send and receivedataon the network. Within theuser terminal,
theinterfacebetweentheradio (physical layer) and other layersisahigh-performanceGaussian minimum
shift-keying (GM SK) modem. During transmission, the modem converts packets of network data into
transmit baseband. For receiving, it demodulates similar waveforms into data decisions. The typical
Mobitex modem producesat |east part of the physical-layer processing necessary for radio interface.

Thecellularindustry solutionfor packetizeddataiscalled cellular digital packet data(CDPD). Themodem
waveforms used for Mobitex are similar (GM SK), though CDPD uses 19.2 kbps. Core GMSK concepts,
however, still apply; therefore, the modem design described herein can also be used as a basisfor CDPD
modem developmentin the future.

Synetcom Digital Incorporated has devel oped a D SP-based Mobitex modem that accomplishesthe radio
interface. Transmit datain packet formislevel shifted and Gaussian filtered digitally within the modem
algorithm so that it isready for transmitter basebandinterface, either viaD/A converter or by direct digital
modulation. Receive data at either baseband or intermediate frequency (IF) from the radio receiver is
digitized and processed by the modem — nearly optimally —into data decisions. Packet synchronization
isalsohandled by themodem, assuringthat the next layer seesonly validMobitex packets. Receivedsignal
degradation from frequency offsets, multipath (Rayleigh) fading, and other effects is anticipated and
addressed in the modem design.

Introduction

About Mobitex

Mobitex is a packetized narrow-band data service operating near 900 MHz (450 MHz in the United
Kingdom), originally conceived by Swedish Telecom and further devel oped by Eritel, ajoint venture of
Swedish Tdecom and Ericsson. The service is being offered in the United States by RAM Mobile
Data/Bell South. Base stations, which typically cover 5-15 mile radii, are arranged in a cellular-like
fashion. Network roll-out has proceeded to the extent that coverage within the top 200 U.S. metropolitan
aress is advertised. At Synetcom Digital Incorporated's Redondo Beach, Cdifornia office, five base
stationsare audible on an indoor cellular whip, four of which have usablesignals.

Other Networks

Mobitex fallsintotheclassof wirelessWANs. Thereisat |east one other operational infrastructure, called
Ardis(IBM/Motorola), and several more are anticipated, including CDPD from McCaw Cellular and its
partners.



Mobitex Terminal Hardware Architecture

Figure 1 shows a typical terminal architecture. Controller CPU functions typically handle higher OSI
layers, which form packets, provide error coding and scrambling, handle acknowledgments, and control
transmitter and receiver operation.

Figure 1. Typical Mobitex Terminal Architecture
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WAN Modems and the Radio Channel

WAN modemsaredesigned to operate with signal distortionsproduced by multipath frequency offsetsand
nonideal radio | F filters. Multipath distortion occurs when a signal reflection causes propagation along
several paths across the link. Different path lengths and reflections produce signal components with
unequal amplitude and delay, which vector sum at the receiver. For fixed links, the vector sum looks like
a superposition of comb filtersin the frequency domain. In the time domain with long delays, symbol
energy is smeared; this smearing is known as intersymbol interference (1Sl). A null (cancellation) or
significant slope at or near the carrier frequency causes severe distortion to thereceived signal, which can
degrade bit error rate (BER) performance.

The actual multipath parameters vary spatially for mobile links. The receiver sees time-varying comb
functionswith nulls that traverse the spectrum and momentarily align with the signal frequency, causing
deep fades. Under these conditions, the received carrier-envelope amplitude has been shown theoretically
and experimentally to conform to a Rayleigh distribution. Based on this model, it has been shown that
99.9% of fluctuation occurs within adynamic range of 40dB [1].

Typical radio systemsallow for somefrequency error (tight frequency toleranceisexpensive), which may
degrade modem receive performance. Receiver |F and baseband filtering is also never ideal and can
introduce additional waveform distortion from ISI.

The Mobitex modem design described herein anticipates these and other distortions and has been shown
to operate satisfactorily inlaboratory simulationsof the degradations. Mobilefield testsare anticipated to
further qualify modem performance.

Advantages of DSP Modems

Modem DSPcodeiswritten toclosely approximatetheideal modem architecture— typically, moreclosely
than an anal og implementation approximatesit — potentially realizing outstanding modem performance
that isrepeatable over time and temperature. The approach isflexible because all modem parameters can
be trimmed in software.

A DSP can assume other chores in the user terminal and may become the platform for additional protocol
layers required for a given network, assuming enough spare MIPS are available, and it may even be
reconfigured to interface with other networks on multiple layers.



DSP chipsare on the samefast track as CPUs, with smaller feature size, higher speed, lower power, and
lower voltage required with each new generation. Competition among several major corporations has
brought pricing down to level sthat compete favorably with discrete analog and ASIC implementations.

Mobitex DSP Modem Characteristics

Code Size and DSP MIPS Requirement

The Mobitex modem code is actually two distinct algorithms associated with half-duplex transmit and
receivefunctions. Thereceive (digital demodulator) al gorithmis morecomplex and embodiesmost of the
important features necessary for a successful modem design. As with all modems, receiver code requires
more processor power, as shown in Table 1.

Table 1. Receiver-CodeProcessor Power Requirements

Function Code Size TMS320C25 MIPS Requirement
Transmit GMSK Modulator 256 words 3
Transmit PN Generator 128 words 1
Receiver Digitd Demodulator 500 words 6
Receiver Discriminatort 128 words 4

t Discriminatorcode is requiredif the A/D interfaceis receiver IF.

Bit-Error-Rate Performance

The BER performance of apair of the Mobitex modems was measured in the laboratory. GMSK IF and
Gaussiannoise are summed to create an approximationof the noisy radio channel, representativeof weak
receivesignals. Signal and noisepower levelsarecalibrated rel ativeto each other and converted to E, and
N, valuesthrough bit rate and equival ent bandwidth normalization. The test scenarioincrementsnoisein
[-dB stepsand captures BER data.



Results are plotted against theoretical performance in Figure 2. Performance is quite close to ideal
(<0.5 dB) over therange of data shown. Transmit GMSK isacontinuous29-1 pseudorandom noise (PN)
code.

Figure 2. Bit Error Rate Versus Ep/No Modem Performance
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Modulator Design

GMSK.3 Modulation

GMSK has been widely proposed and utilized for mobile radio data communications. In addition to
Mobitex, GMSK isusedfor GSM (European digital cellular) and CDPD inthe U.S. Several characteristics
that make it especially attractive for these applications are:

Spectral efficiency (12.5-kHz channels for 8-kbps GM SK.3)

Constant RF envelope (efficient class-C amplifiers and hard-limiting receivers)
Compatibility with analog FM techniques

Reasonable performance (assuming proper modem techniques) in multipath environment

Asillustrated in Figure 3, GMSK.3 is generated with Gaussian low-pass filtered bipolar data, applied to
aDC coupled FM modulator, set to a modulation index of 0.5.

Figure 3. Idealized GMSK.3 Generation
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The .3 suffix on GMSK refers to the BT, or bandwidth, symbol time product. Alternatively, BT can be
expressed as the ratio:

F,, / F, =0.3 for GMSK.3
whereF,, is the transmit filter with a 3-dB bandwidth and 2.4-kHz frequency, and Fy is the symbol rate.

Astheratio increases, more energy at higher frequencies is transmitted, occupying more radio spectrum.
A decrease in ratio below 0.2 attenuates higher frequencies significantly, compromising obtainable
performance.

Theeye pattern for GM SK.3 baseband signalsisshown in Figure 4. An eye pattern conveysevery possible
trgectory in the transmit/receive data baseband waveform synchronized to symbol timing. It is useful
becauseit can very quickly convey the fidelity of transmit and receive data and is a strong diagnostic tool
in the wireless development environment.



Figure 4. Eye Pattern for 8-kbps GMSK.3, 215-1 Length
Pseudorandom Transmit Data

1 Signal observed at the output of the transmit filter

GMSK Modulator Architecture
A block diagram of the modulator DSP implementation is shown in Figure 5.

Figure 5. GMSK Modulator DSP Implementation
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Thepresent GM SK modulator al gorithm accepts datafrom upper OSl layersthat has been packetized, error
encoded, and scrambled according to Mobitex specifications. In most systems, thisis accomplished on a
CPU in the application computer or in aseparate microcontroller. Ultimately, these functionscan occur on
the DSP.

The modulator algorithm either accepts external data or can generate pseudorandom (PN) datawith 27-1,
29-1, and 215-1 length codes for transmit test purposes. This feature enables easier bit-error-rate
measurements, eye-pattern checks, and other system measurements during integration with radio gear.



TheDSPalgorithmimplementsalevel shift and digital |ow-passfilter functionon thesquaredataprovided
by the other OSl layers or the algorithmic PN generator. A 12-tap (two symbol length) linear-phase FIR
structureformsthetransmitfilter, which isdesigned to approximatetheideal Gaussiantransmitfilter very
closaly. TheFIR 3-dB pointissetto 2.4kHzfor BT = 0.3. The modul ator samplerateis48kHz, producing
abaseband bandwidth with significant energy out to approximately 5 kHz and virtually no energy beyond
10 kHz.

Themodemexistsonan eval uation board that containsa16-bit D/A converter and low-passreconstruction
filter that attenuates digital spectra beyond fy/2 (24 kHz) to levels near the noise floor. Other
implementationscan exploit the latest single-chip CODEC or analog interface circuits, which combine
several D/A and reconstructionfilter blockswith A/D converters. A singlechip can thusfurnish theentire
radio-anal oginterface. Ten-bit precision D/A converters are adequatefor this application.



GMSK Demodulator Design

GMSK Demodulator Architecture

A block diagram of the demodulator structure isshown in Figure 6. The upper half of the figure shows an
external interface to a 900-MHz radio receiver. Either a baseband or an | F interface is possible with this
algorithm. The | Finterface includes an FM discriminator function in the DSP code.

Figure 6. GMSK Demodulator DSP Implementation
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The demodulator algorithm employs noncoherent techniques to arrive at each data decision. Two entry
pointsfor digitized data from the receiver are shown in Figure 6.

Digitized IF Processing

As the cost and power consumption of DSP MIPS and associated A/D converters decrease, it will make
sense to locate the A/D converter closer to the antenna, somewhere in the radio | F strip. Traditionally,
digital processing at |F has been applied to expensive military systems in which the highest possible
receiver performance is required. As DSP costs decrease and techniques improve, | F processing may
become standard in wireless applications, where both benefits— cost and performance— are possible. In
anticipation of this next step, aradio | Finterface to the DSP demodulator algorithm was created.

Band-limitedradio | F(presumed to beat 36 kHz center, 12.5 kHz widefor Mobitex) isdigitized at asample
rate of 48 kHz, realizing a digital down-conversion to a center frequency of 12 kHz. The DSP algorithm
then implements a close approximation of a0°/90° splitter that feeds a pair of identical, 7-tap low-pass
FIR receivefilters, carefully bandwidth optimized under noise conditions for best overall demodulator
performance.

Digital FM Discriminator

The FM discrimination algorithm maps the frequency of complex |Q samples to a voltage using a
differentia estimation technique. Sample-rate decimation by afactor of 2isalso used, yiel ding subsequent
processing that executes only on every other input |F sample. After decimation, the discriminator
normalizes each sample by 12 + Q2 to wipe off any | Fenergy variation, due toradio channel fades that fall
out of the receiver's hard limiting or AGC range. The dynamic range of the normalization algorithm
approaches 40 dB when used with a 12-bit A/D converter.

Normalization becomes a significant issue if the receiver RF/IF chain must have linear or AGC
loop-controlled gain. Certain modulation types require linear receiver performance. In a
multinetwork/infrastructure environment, linearity may be a requirement. The normalization algorithm
exists to cover that eventuality, even though most implementations to date have used hard limiting and
traditional FM receiver techniques.

Baseband Processing

A second entry point to the demodulator algorithm can be selected just after the digital FM discriminator
of Figure 6. The receiver baseband (audio DC to 8 kHz) that carries the data waveform is digitized by at
least an 8-bit A/D converter at asamplerateof 24 kHz. Less precisionisrequired because thereceiver hard
limiting and discriminator mitigate most of the envel ope fluctuation due to flat signal fading. Processing
beyond this point isidentical regardless of which input is selected.

Packet Acquisition

All received Mobitex packets are qualified by an acquisition process that recognizes and exploits
information in the first two data structures of the Mobitex packet, which is shown in Figure 7.



Figure 7. Mobitex Packet Structure
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When the demodulator is not tracking and demodulating a qualified packet, an FIR filter-based structure
that implements pattern specific correlation is executed. The correlator searches for the bit sync pattern.
When correlator output exceeds a preset threshold, demodul ation begins and frame sync, which isafixed,
country-specific pattern 16 bitslong, isexpected. If frame sync does not occur within the next 16 bitswith
onebit error or less, the packet acquisition attempt isabandoned and thecorrel ation processisbegun again.
Inthismanner, probability of falseacquisitioniskept very small, and higher OSl layersin the user terminal
receivedata only when qualified packets are present.

Simultaneous to successful correlation, a low-bandwidth tracking-loop algorithm is invoked. Data
transitions (zero crossings) areextracted, and theal gorithm attemptsto keep crossings aligned by adjusting
the DSPtimer register, which ultimately generatessample pulsestothe A/D converter. Theresulting servo
loopisinvoked aslong asthe qualified packet datais present. Thisfeatureisespecialy important for long
packets and operates reliably even with very weak receive signals.

Also, after each successful correlation, a DC estimate (which is proportional to receiver frequency offset
relative to base station) is extracted from the bit sync sequence and is used to cancel DC offsetsin the

baseband demodul ation (track) path. The modem performanceis made tolerant of frequency offsetsinthis
manner.

Finaly, the correlator triggers an A/D sample timing preset. Correlator output information is examined,
and a precise estimate of correct initial A/D sample phase and frequency is made. The preset timing is
subsequently updated very slowly at each zero crossing with the aforementioned servo loop.

Data Demodulation

After correlation to the packet bit sync pattern occurs, the data demodulation/decision process begins.
Conceptually, the goal of the decision processis simple: every three samples (at 24 kHz) produce either
a zero or one data decision such that the original packet data, prior to modulation, is recovered.

The decision process employs matched filtering (which is identica to transmit filtering),
integrate-and-dump, and decision feedback techniques to minimize the probability of bit errors. The
integrate-and-dumpand decision feedback a gorithmsare especialy effective under disturbed conditions,
such aswith either fixed or time-varying multipaths, and they al so reduce modem sensitivity toISIinduced
by receiver filters.



Design Adaptations for CDPD

The CDPD modem reguirement is for GMSK.5 radio waveformsat 19.2 kbps. CDPD utilizes cellular
channelsthat are full-duplex; the packetized protocol can use this characteristic, though a half-duplex
CDPD implementation is also possible. A computer simulation of the transmit eye pattern for GMSK.5 is
shownin Figure 8.

Figure 8. Computer-Simulated Eye Pattern for 19.2 kbps GMSK.5
(Amplitude Versus Time)
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Ascompared to Mobitex, the higher baud of CDPD dictates useof amore powerful DSP chip, such asone
from TI’s TMS320C5x family, to support the modem function. Generally speaking, a good estimate for
half-duplex CDPD MIPS required for the GMSK demodulator can be obtained by simply scaling the
6-MIPS benchmark for the baseband-interfacedMobitex demodulator. A conservative approximationis
based on theratio of bauds (19.2/ 8 = 2.4). CDPD, therefore, can require up to 14.4 MIPS pesk for the
receive modem function.

Digital demodulatorscan operate with fewer samples per baud than were assumed above. The Mobitex
modem usesan A/D converter to samplel Fat 48 kHz or basebandat 24 kHz. Theal gorithmultimately uses
three samples per 8-kHz symbol in the data-decision section.

For CDPD, itisestimated that if two samplesper baud are used, approximately 0.7 dB of performanceis
sacrificed. The associated baseband samplerateis 38.4 kHz, and the corresponding MIPS requirementis
approximately 10 (33% less than the 3 samples-per-baud case).

CDPD’s GMSK.5 usesahigher BT factor (0.5). Theimmediateresult isan eye patternthat islessfiltered
than shown in Figure4. Overall modem receive performanceis correspondingly improved. Adjustments
of constantsin thecurrent decisionfeedback algorithm are necessary to optimize performance, though the
current constants (based on GM SK.3) will operate surprisingly well.

CDPD transmit baseband eye pattern has been simulated and isshownin Figure 8. The Gaussian transmit
filter 3-dB frequency is 9.6 kHz. The transmit and receive Gaussian digital filter is adjusted for the new
bandwidth.



Transition of GMSK Modem to TMS320C5x

Work hasbegun to trandlate theexisting *C2x codetoa’C5x processor. The GM SK modul ator and portions
of the demodulator algorithm are currently able to execute successfully on TI's EVM system. The
trandation is very straightforward, using TI’s DSP assembly conversion utility (DSPCV.EXE), and the
utility isableto convert ’C2x source code (.ASM) filesdirectly to’C5x source codefiles. A minor amount
of manual interventionis necessary after running the utility. Thisinterventionis associated with memory
directivesthat do not have exact equivalents between the two processor families.

Conclusions

Packet networks such as Mobitex or CDPD generally operate with asophisticated protocol that allows for
error detection, limited error correction, and, if al elsefails, packet retransmission. All dataiseventualy
received successfully across the link. High-performance modem techniques are employed to meet overall
network performance requirements because inferior modems can generate unnecessary traffic, requiring
repetition of missed data.

The Mobitex modem code exists on a 16-bit fixed-point TMS320C25, which is an entirely adequate
platform for the core modulation/demodulation algorithms implemented. No issues associated with the
16-bit fixed-point precision were encountered. In general, no applications are envisioned in which
floating-point processors or wider fixed-point registersare necessary for wireless modems anticipated for
future implementation.

The existing code is portable to the Texas Instruments TMS320C5x family, which will ultimately offer
3.3-volt, 40-MIPS operation, suitable for battery-powered portable operation. The fully implemented IF
interface Mobitex modem algorithm requires 10 MIPS for demodulation. The *C5x family and similar
processors from other manufacturersopen prospectsfor other layers of wireless protocol executing on the
same DSP, with ultimate partitioning of DSP and controller-processing responsibilities dictated by
DSP/processor cost, memory requirements, speed and power consumption, and interface issues. All new
designs should weigh these issues carefully.

The DSP chip offersflexibility beyond Mobitex. Multiple wireless infrastructures, including CDPD, can
ultimately beaccommodated on thesame processor, which, infact, may be necessary for long-term product
survival. As wireless/PCN industries take shape, the emphasis will likely be on flexibility. Systems that
areincompatible starting at the lowest link/physical layers will dictate that user radio/modem devices be
capabledf |oading and executing new modem and control (protocol) codeas needed. A singleuser terminal
can thus interface with multiple infrastructures.

Code Availability

The associated software is available for licensing from Synetcom Digital Incorporated, 1426 Aviation
Boulevard, Suite #203, Redondo Beach, California90278.
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Introduction

DSP-based equali zer systems have become ubiquitousin many diverse applicationsincluding voice, data,
and video communi cationsviavarioustransmission media. Typical applicationsrangefrom acousticecho
cancelersfor full-duplex speakerphonesto video deghosting systemsfor terrestrial television broadcasts
to signal conditionersfor wireline modems and wirelesstelephony. Theeffect of an equalization system
istocompensatefor transmission-channelimpai rmentssuch asfrequency-dependent phaseand amplitude
distortion. Besides correcting for channel frequency-response anomalies, the equalizer can cancel the
effectsof multipath signal components, which can manifest themselvesin theform of voiceechoes, video
ghostsor Rayleighfadingconditionsin mobilecommuni cationschannel s. Equalizersspecificallydesigned
for multipath correction are often termed echo-cancelers or deghosters. They may require significantly
longer filter spansthan simple spectral equalizers, but the principlesof operation areessentially the same.

The literatureis rich with practical and theoretical treatmentsof the various equalization schemes. This
articleattemptstofamiliarizeyou with some basi ¢ concepts associated with channel equalizationand data
communicationin general. It is hoped that the liberal use of signa plots will lead to an intuitive
understandingof such conceptsasintersymbol interferenceand multipatheffects. Tothisend, theMathcad
4.0115]filesused tocreatethefigureshavebeen madeavailable. Seethe Code Availability sectionon page
174. You are encouraged to experiment further with these files. For a more rigorous mathematical
treatment, refer to the numerous books and articles cited on page 174. Of particular note is the excellent
tutorial by Shahid Qureshi [1], after which thisarticleisloosely patterned.

Of particular interest today is the area of digital cellular communications, which has seen wide use of
fixed-point DSPs such as the TMS320C5x. Thisfamily of processors providesthe processing power to
perform the requisiteadaptive equalization while at the same time handling such tasks as channel coding,
error correction (Viterbi algorithm), and vocodingfunctions (V SEL P), thus providing ahighly integrated
and yet flexible solution to baseband processing. Thelast section of this paper providesa brief survey of
adaptive equalization for digital cellular systems. For a detailed application example, please see the
applicationreport Channel Equalization for the 1 S-54 Digital Cellular System With the TMS320C5x on
page 177.

What Is Intersymbol Interference?

Consider what happenswhen pulsedinformationistransmittedover an anal og channel such asaphoneline
or airwaves. Even though the original signal is adiscrete time sequence (or areasonabl e approximation).
thereceivedsignd isacontinuoustimesignal. Heuristically, one can consider that the channel actsasan
anal oglow-passfilter, thereby spreadingor smearing the shapeof theimpul setrainintoacontinuoussignal
whosepeaksrelateto theamplitudesof theoriginal pulses. Mathematically,theoperation can be described
asaconvolutionaof the pulse sequence by a continuoustime channel response.

The operation startswith the convolutionintegral:

@

nn = Ih(t)x(t—t)dt = jx(t)h(t—t)dt

wherer(t) isthereceived signal, h(t) isthechannel impul seresponse, and x(t) istheinput signal. The second
half of the equation aboveisaresult of thefact that convolution isacommutative operation.



Component x(t) is the input pulse train, which consists of periodically transmitted impulses of varying
amplitudes. Therefore,

x(t) = Ofor t = kT 2)

x(ty = X, fort = kT 3

where T represents the symbol period. This means that the only significant values of the variable of
integration in theaboveintegral arethosefor whicht=kT. Any other value of T amounts to multiplication
by O. Thereforer(t) can be written as

W) = > xhlt—kT) @
k=-o

Thisrepresentation of r(t) more closely resembles the convolution sum familiar to DSP engineers. Note,

however, that it still describes acontinuous time system. It shows that the received signal consists of the

sum of many scaled and shifted continuous time system impulse responses. The impulse responses are

scaled by the amplitudes of the transmitted pulses of x(t).

As an example, consider the calculation for r(t) at some noninteger timeindex (t=1.1)
r(1.1)y = 4+ x,h(1.1 + 27) + x_A(1.1 + T) + xh(1.1) + x,A(1.1-T) + x,A(1.1-2T)- - - (5)

One can see how received valuesfor any timet are computed. Each pulse value of theinput sequence, xy,
contributes a component of the output summation.

Becauseyou are interested in processing thereceived signal on digital hardware, you must represent the
received signal asadifferenceequation. Physically, you are periodically sampling thereceived waveform.
For the case of pulse-amplitude modulation, it is sufficient to sample the received signa at the symbol
transmit rate, 1/T2. (In someinstances it can be advantageous to sample at a multiple of the symbol rate
toimplement a fractionally spaced signal processing system.) To represent the sampling mathematically,
replace t with nT, where, again, T is the symbol transmit rate:

HnT) = > x(nT-kT) ®)

k=-o

which can also be written as

HnT) = x,h(0) + > xh(nT-KT) )

k# oo

Onelast factor to account for is sampling phase. Unless the sample clock is perfectly synchronized with
the transmit clock, the sample-phase offset will be nonzero. To account for an arbitrary phase offset in the
equation above, add an offset % to the time index.

N
T + 1) = x,h(to) + > x;h{t, + nT—KT)

k= o



In the equation above, thefirst termisthe component of r(t) due to the Nth symbol. Itis multiplied by the
center tap of the channel-impulse response. The other product terms in the summation are intersymbol
interference (ISI) terms. The input pulses in the neighborhood of the Nth symbol are scaled by the
appropriatesamplesin thetailsof thechannel-impul seresponse. Below arenumerical examplesfor various
values of n with ) = 0.1 for values of k spanning the five sample neighborhoods around n.

10.1) = xgh(0.1) + x,h(2.1) + x_h(1.1) + x,h(=0.9) + x,h(-1.9)* - - (n = 0) ©)
A1) = x,h(0.1) + x_h2.1) + xh(1.1) + x,h(<0.9) + x:h(=1.9)- - - (n = 1) (10)
H2.1) = xh(0.1) + xh(2.1) + x,h(1.1) + x;h(=0.9) + x,h(=1.9) - (n = 2) an

Figure 1illustrates a pulse train to be transmitted. The center pulse isxy, the pulse at 1 isx;, the pulse at
-lisx_j, etc. If youassumean arbitrary impul seresponsefor thetransmission channel, you can construct
thereceived signal r(t). Thissignal isshown superimposed on the transmit waveform x(t). In actuality, the
received waveform would be time shifted because of the channel delay, but for clarity r(t) is shown with
nodelay relative to x(t). Note that the peaks of r(t) roughly relateto the sense of thecorresponding transmit
pulses;, however, the value of r(t) at the sampleinstants can be quite different from those transmitted. This
is because of ISI effects.

Figure 1. A Pulse Train to Be Transmitted
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Figure2 showsthecomponent of r(t) dueto asingleinput pulsex;, which issuperimposed on thereceived
signal r(t). Recall that the shape of this component is the same as that of the transmit-channel impulse
response. Thevaluesof thisindividua pulse response at the sample periods (which are multiples of T) are
indicated by the black dots. Note that although the signal component in this exampleis sinc shaped, the



nulls do not occur at the sample interval. Therefore, the pulse response centered at t=0 makes undesirable
contributions to the neighboring received samples of r(t). The contribution of the xy symbol to r(0) is the
value + 1.

Figure 2. Component of r(t)

To determine the value of the received signal at t=0, r(0), sum the contributions of the received impulse
responsesdueto xq, x|, Xj, X_p Xo....



Figure 3. Contribution Due to X_4
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As shown in Figure 3, the contribution due to x_; is the value at t=0 of the scaled and shifted impulse
response corresponding to thex_; transmit pulse. In this case theimpulse responseis scaled by -1, which
isthevalueof x_; and isadvanced by one sample period becausex_; istransmitted one period prior toxy.
Therefore, thex_; symbol resultsin asmall negative component of r(0).



Figure 4. Contribution Due to x4 at t=O
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Similar reasoning explains the contribution due to x; , except this time use the value of the time-delayed
impulse response at t=0 asillustrated in Figure 4.

Thereceived value of r(t=0) iscomputed by summing the contribution of x, plusall of theISI terms; that
is, X,/ X4/_p X4/ ... . Theoreticaly, thisisaninfinitesum, but asshown here, the channel response
is typically a decaying exponential. Therefore, in practice, an FIR system can be used to model and
compensate the system.

From the exampl e above you can seethat the nth received sampleisprimarily influenced by the nth symbol
transmitted; however, there are IST components contributed by prior and subsequent transmit symbols. The
terms due to prior symbols (x,_1 and before) are termed postcursor 1SI [3] because the nth transmitted
symbol affects on symbolsfollowing the nth received symbol. The nature of thisISI can be determined by
examining the right-hand portion of the system impulse response. Alternately, the ISI terms due to
subsequent transmit symbols (x,4.; and beyond) exert precursor ISI [ 3] because the nth transmit symbol
influences received symbols prior to the nth. These ISI terms are determined by the shape of the left-hand
portion of the system impul se response.



Pulse Shaping

From the preceding figures, it is apparent that ISI is caused when the tailsof the received pulsesoverlap
at thesamplepoints, causing uncertaintyin thereceived pul seamplitude. It ispossibleto shapethetransmit
pulsesin amanner designed to minimizetheeffectsof ISI on thereceived waveform. Asshownin Figure
5, theset of shifted pulseresponsesoverlap, buttheir tailsall possessnullsat thesampleinstants. Therefore,
the only contribution to r(nT) is due to the nth transmit pulse. As shown below, the received signal r(t)
equal stheamplitudeof theindividual sinc functionsat thesampl einstants. Comparethiswith the previous
examplein which r(t) has a more ambiguousrelationship to theindividual pul se responses.

Figure 5. Set of Shifted Pulse Responses
1.167

| j ]

0.833 /

0.667

0.5

0.333

T =

0.167

~0.167 iy, A A A
6 -5 -

} FEALY B INCRNE R ¥ v A
-0.333

-0.5

If areceived pulse shape can meet the following property, zero ISI can be achieved:

1, n=0

pAnT) = [0, n#0 12)

Equation (12) simply meansthat thereare zero crossingsat the samplerate. It can beshown that thisresults
in aspectrum possessingvestigial symmetry. That is, thefrequency responseexhibitsodd symmetry about
1/2T, causing the sum of repeat spectrato equal aconstant. It isimportant to note that this spectrum may
be closely approximated by a realizablefilter having a gradual rolloff around 1/2T.



Figure 6. Odd Symmetry
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Figure 6 illustrates the notion of odd symmetry.
Figure 7. Spectral Response at 1/(2T)
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Figure 7 shows the spectral responsearound 1/(2T). The repeat spectracenteredat 1/T actually overlaps
the baseband spectrum, but as long as the sum of the two responsesis constant, the criterionfor zero ISI
is met.

Oneclassof linear phasefilters possessing vestigial symmetry isthe raised cosine family:

T = 1/@n-p
P.p) = % T[l + cos('?&l—/%u):l 1/@D-B <IN <1/2D +§ a3
0 N >1/eQD + B

Thisfilter isflat up to 1/2T)-p and 0 beyond 1/2T)+ 8. The complicated part of the equation above
describes the shape of the odd symmetric transition band. Closer inspection of the equation for the
transition band quickly revealsthe shapeodf thesignal. It isreally the cosine of an argument ranging from
0 tor withaDC offset of +1, henceraised cosine. The other variablesscal ethe backwards S shapein the
x and y dimension to fit the curveinto theflat portionsof the response.

Theimpulse response of the signal possessing the raised cosine spectrum is asfollows:

cos2nft . (;
P.(t) = sinc| = (14)
1-(4pr) Y

Note that the Equation above can be broken into two parts: the familiar sinc function, which insuresthat
the product will havenulls at multiplesof T, and asecond term that is an exponentially decayingsinusoid
whoserate of decay is proportional to . Thetimeresponseof the raised cosine signal for various values
of Bisshownin Figure8.
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Figure 8. Time Response of the Raised Cosine Signal
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Itiscommon practicetofilter thesignal pulsesat thetransmitter with thefrequency characteristic described
abovein Figure 8. Having performed this operation, if the signalsare sent down an ideal channel (that is,
achannel with achannel-impulseresponse of & function and no noise), the received signal should exhibit
no |SI. Notethat in general this condition will not be met, as the channel will haveitsown shaping effect
on the transmitted signals. The effectsof noise are considered in the next section of this paper.

In summary, the obvious problem caused by ISI is uncertainty in the received data samples. Instead of
receiving the discrete levels that were transmitted, the receiver finds a continuous signal whose samples
can take on any value. The receiver must then form an estimate from the received values to decide on the
transmitted signal.



Equalization

Asdiscussedin the Pulse Shapi ng subsection on page 155, a properly shaped transmit pulse resemblesa
sinc function, and direct superpositionof these pulsesresultsin no ISI at properly selected sample points.
In practice, however, the received pulse response is distorted in the transmission process and may be
combined with additive noise. Becausetheraised cosine pulsesare distorted in the time domain, you may
find that the received signal exhibits ISl. If you can define the channel impulse response, you can
implement aninversefilter tocounteritsill effect. Thisisthejobof theequalizer. SeeFigure9 bel ow, which
depictsthe response to asingle transmit pulse a various pointsin the system.

Figure 9. TransmissionProcess With Example Pulse Responses
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Theoriginal rectangular transmit pulseis shaped by the raised cosinefilter. Thisensuresthat the sampled
spectrado not alias and therefore thereis no ISI. The next waveform portrays the distorted impulse
response received a theinput of the equalizer. This distortion can be caused by spectral shapingdueto a
nonflat frequency response or multipath reception of the channel. This distortion can be removed by
applying a filter that is the exact inverse (multiplicative inverse in spectra domain) of the channel

frequency response.



Multipath Effects on Frequency Response

Multipath effects describe the situation in which there are several propagation paths from transmitter to
receiver. Most commonly, this results when there are reflected signals detected at the receiver following
the direct path. The multipath phenomenon can be modeled by an FIR system. The center tap represents
the direct path, while the succeeding tap weights represent the amplitudes, delays, and phases of the
reflected paths. What does this ook like in the spectral domain? For simple examples, see the two cases
described in Figure 10 and Figure 11.

Figure 10. Case 1: Ideal Channel, No Multipath Effects
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Figure 10(a) above shows the time response of an ideal transmission path, whichisa 6 function. Such a
channel exerts no spectral distortion or delayed signals. Figure 10(b) shows the spectral response of such

asystem. Note that thefrequency magnitude response is perfectly flat, asindicated by the solid horizontal
line.



Figure 11. Case 2: System With a Single Unattenuated Multipath Channel
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Figure11(a) showsthetimeresponse of asystem that contai nsasingle multipath channel. Thefirst nonzero
sampleof theresponserepresentsthedirect path, while the second representsadel ayed path tothereceiver.
In thisinstance, the pulses areidentical in amplitude and phase and are separated by ten sampleintervals.
Noticein Figure 11(b) that the magnitude response exhibits p/2 nulls, where #, represents the sampledelay.
Even though you are effectively adding twoidentical flat spectra (asshown in Figure 10(b)), thetimedelay
results in a phase delay in the spectral domain. This phase delay resultsin nulls where the two signals are
of equal amplitude but opposite phase.

Obvioudly, multipath effects can have major effects on the system spectral response, thereby providing
another justification for channel equalization.



Figure 12. Equalization Process
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Asdepicted in Figure 12, the task of the equalization system isto determine and apply afilter that results
in an equalized impul se response having zero ISI and channel distortion. This means that convolution of
the channel impul se response and the equalizer impul se response must equal 1 at the center tap and have
nulls at the other sample points within thefilter span.

Two main techniques areemployed toformul ate thefilter coefficients: automatic synthesisand adaptation.
In automatic-synthesis methods, theequalizer typically comparesareceived time-domain reference signal
to a stored copy of the undistorted training signal. By comparing the two, a time-domain error signal is
determined that may be used to calculatethe coefficient of aninversefilter. Theformulation of thisinverse
filter may be accomplished strictly in the time domain, asis donein ZFE and LM S systems, which are
examined in more detail in following sections. Other methodsinvolve conversion of thereceived training
signal to a spectral representation. A spectral inverse response can then be calculated to compensate for
thechannel response. Thisinverse spectrum isthen converted back to atime-domain representation so that
filter tap weights may be extracted.

The second method of filter synthesisis adaptation. I n adaptation the equalizer attempts to minimize an
error signa based on the difference between the output of the equalizer z; and the estimate of the

transmitted signal x,, which is generated by adecisiondevice. In other words, the equalizer filter outputs
a sample. The predictor or decision device determines what value was most likely transmitted. The
adaptation logic endeavorsto keep thedifference between thetwo small. The mainideaisthat thereceiver
takes advantage of the knowledge of the discrete levels possible in the transmitted pulses. When the
decision device quantizes the equalizer output, it is essentially throwing away received noise.

The main drawback of automatic synthesisisthe overhead associated with the transmission of atraining
signal, which must be at least as long as thefilter tap length. Typically, training is used to converge afilter
at startup as part of theinitialization overhead. Adaptation techniques can then be employed to track and
compensate for minor variations in channel response on the fly [1].



Zero-Forcing Equalization
One computationally efficient method of forming an inverse filter is the zero-forcing technique. To
formulate a set of FIR inverse filter coefficients, atraining signal consisting of an impulseis transmitted
over the channel. By solving a set of simultaneous equations based on the the received sample values, a
set of coefficientscan bedetermined toforce al but thecenter tap of thefiltered responseto 0. Thismeans
the N- 1 samples surrounding the center tap will not contribute |SI. The main advantage of this technique
is that the solution to the set of equations is reduced to a simple matrix inversion.

Themajor drawback of ZFE isthat the channel response may often exhibit attenuation at high frequencies
around one-half the sampling rate (the folding frequency). Since the ZFE is simply an inverse filter, it
applieshigh gain to these upper frequencies, which tendsto exaggeratenoise. A second problemisthat the
training signal, an impulse, is inherently a low-energy signal, which results in a much lower received
signal-to-noiseratio than could be provided by other training signal types (1, 4].

Exampleof 7-Tap ZFE Computation

First, create a simulated received pulse response. Begin with the equation of asinc function, which isa
simplification of the raised cosine pulse. Then simulate additive noise by the addition of random thermal
noise. Finally, simulate sampling phase jitter with the random jitter term added to the time index. The
simulated pulse response is plotted in Figure 13. The dotted trace represents the ideal noiseless channel
response.

Figure 13. Simulated Pulse Response
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A vector isformed from the received samples. 2N-1 samplesare required to implement an N-tapfilter.
For theexample 7-tap ZFE, you must collect 13 samples. Therefore, 13 equally spaced samplesof r(t) are
formed into the column vector V.

i:=0...12

vj:=r(i—6)

0.083
—-0.032
0.042
0.026
-0.072
0.002
0.915
0.011
-0.105
0.031
-0.076
0.002
0.04

as)

Next, form a matrix, PR, from the received samples. Each row consists of seven adjacent samplesin
time-reversedorder. Thefirstelement of thetoprow isthecenter tap of the pulseresponse. Thefirstelement
of the second row is the sample following the center tap, etc.

i:=0..6 PRg;:=vg_j PRy;j:=v7_j PRyji=vg_j

PR3 :=Vg_i PR4j:=vi0-i PRs;:=Vqi1_j PRgj:=Vi2

0.915
0.011
-0.105
PR = 0.031
-0.076
0.002
0.04

0.002
0.915
0.011
—-0.105
0.031
-0.076
0.002

-0.072
0.002
0.915
0.011

-0.105
0.031

-0.076

0.026
-0.072
0.002
0.915
0.011
—-0.105
0.031

0.042
0.026
-0.072
0.002
0.915
0.011
-0.105

-0.032
0.042
0.026

-0.072
0.002
0.915
0.011

0.083—
-0.032
0.042
0.026
-0.072
0.002
0.915

(16)



Next, compute the inverse of the channel response matrix PREQ.

1.101 -9.62x10—4 0.07 -0.023 -0.057 0.036 -0.106
-0.02 1.099 -0.004  0.08 -0.026 -0.045 0.036
PREQ:= PR-1 0.136 -0.019 1108 -0.01 0.075 -0.026 -0.057
PREQ= | -0.042 0.135 -0.023 1.114 -0.01 0.08 -0.023
0.107 -0.043 0.141 -0.023 1.108 -0.004 0.07 1
-0.015 0.108 -0.043 0.135 -0.019 1.099 -9.62x10~4
-0.023 -0.015 0.107 -0.042 0.136 -0.02 1.101
The center column of PREQ contains the coefficients of the ZFE.
T0.023 ]
j:=0..6 0.08
Cj 1= PREQi’a -0.01
C=] 114 18)
-0.023
0.135
[ -0.042 |

Check the results by multiplying the coefficient vector by the row vectorsof the received sample matrix.
Thedot products should result intheideal channel responsefor thefilter span, that is, 0, 0,0, 1,0,0,0. As
shown below, the results check.

ROWO; := PRy z:=ROWQ0eC z=0
ROW1;:= PRy z:= ROW1eC z=0
ROW2;:= PRy z:=ROW2¢C z=0
ROWS;:= PRy z:= ROW3eC z=1 19)
ROW4; := PRy z:=ROW4eC 2z=0
ROWS; := PRs z:= ROW5eC z=0
ROWES; := PRg z:=ROW6eC z=0



The coefficients for the ZFE filter response are shown plotted in Figure 14.

Figure 14. ZFE Filter Coefficient
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Because the Japanese television broadcastersemployed an impulse-liketraining signal, many of thefirst
video deghostersfor usein Japan employed ZFEs. To provide a higher signal-to-noise ratio (SNR) for the
received training signal, these systems averaged the training signal over several training intervals. To
further improve SNR, the U.S. broadcast industry has selected a chirp-like training signal, which has
inherently higher energy. This signal, transmitted during the vertical blanking interval, allows suitably
equipped receivers toautomatically synthesizefilterstoalleviate the effects of multipath interference; that
is, visible ghost images.



LMS Equalization

The least mean squared (LM S) equalizer is a more genera approach to automatic synthesis. Instead of
solving aset of N simultaneous equations as was done in the ZFE, the coefficients are gradually adjusted
to convergeto afilter that minimizes the error between the equalized signal and the stored reference. The
filter convergence is based on approximations to a gradient calculation of the quadratic equation
representing the mean square error. The beauty of the approach is that the only parameter to be adjusted
isthe adaptation step size aa. Through an iterative process, al filter tap weights are adjusted during each
sample period in the training sequence. Eventually, thefilter will reach aconfiguration that minimizesthe
mean squareerror between theequalized signal and the stored reference. Asmight be expected, the choice
of aainvolves a tradeoff between rapid convergence and residual steady-state error. A too-large setting
for aa can result in a system that converges rapidly on start-up, but then chops around the optimal
coefficient settings at steady state.

The LMS equalizer can also be shown to have better noise performance than the ZFE. Heurigtically, the
ZFE calcul ates coefficientsbased upon the received samples of onetraining signal. Since the captured data
will alwayscontainsome noise, thecal cul ated coefficientswill benoisy — noisein/ noiseout. Ontheother
hand, the LM S algorithm gradually adapts afilter based on many cyclesof thetraining signal. If the noise
is zero mean and is averaged over time, its effect will be minimized — noise integrates to 0.

A second major benefit to thisapproach isthat you can employ any arbitrary training sequence. In genera,
you would prefer to use a high-energy signal toimprovethe received signal-to-noise ratio of the training
sequence. In contrast, the unit impulsetraining signal required by the ZFE is probably the lowest energy
flat-spectrum signal possible. Typica training sequences employed for LMS equalization include
pseudorandom noise sequences and chirp-type signals.
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Figure 15. Filter Output Computation
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In Figure 15, the portion in the lower shaded rectangleis a standard transversal filter (FIR). Thelower set
of delaysrepresents storage for the referenceversion of thetraining signal. Each timeasampleisreceived,
anew filter output is computed and compared to the corresponding reference signal, thereby forming an
error signal. Thiserror signal isthen used to scal ethereceived sample values contained in thefilter storage
elements. These scaled sample val ues are then added to the current filter coefficients to form the updated
coefficients to be used at the next sample time.



The coefficients are updated according to the following equation:

Cu(k+1)=Cyk) -~ aerimn =0,1...,N -1 (20)
As an example, consider the calculation for the third tap weight (n=2) at timek =5:

Cy)(5) = C,(4) - aeyr, @1

This means that the C, coefficient for the next sample period equals the current C, coefficient minus a
correction term. The correction term is simply the current input sample corresponding to the C; tap
multiplied by the current error value scaled by the adaptation rate term a.

If thefiltered sample output ismuch smaller than the actual valuefor thetraining signal, theerrorisalarge
negativevaue. Thereceived samplevaluesarescaled by thisrelatively large value, and the product is used
to adjust the individual coefficients up or down (depending on the sign of the stored sample values) by a
relatively large amount. For a smaller discrepancy between thefilter output and training signal, the error
sampleand, hence, theamount of adjustment, will be smaller. Thefact that each coefficient ischanged by
adifferent adjustment term (based on distinct received samples) allows thefilter coefficients to converge
fromany initial state to one that minimizes the mean squareerror between the received training signal and
the reference.

Decision-Directed Equalization

Thepreviousequalizer systemsarelinear inthat they employ linear transversal filter structures. Thefilters
implement a convolution sum of acomputed impulse response with theinput sequence. Often with data
communication systems, one can take advantage of prior knowledge of the transmit signal characteristics
todeduce amoreaccurate representation of the transmit signal than can be afforded by thelinear filter. For
instance, a bipolar transmit signal consists of pulses with amplitudes of +1. Thissignal is then pulse
shaped, distorted by theanal og channel, and filtered by alinear FIR filter. The processed signal isnolonger
abipolar sequence. Instead, the output values span the range of values representable by the hardware, for
example, the range of numbers specified by QL5 notation [3]. It is possibleto devise adecision device (a
predictor or aslicer) that estimateswhat symbol valuewasmost likely transmitted, based onthelinear filter
continuousoutput. For example, in the case of the bipolar sequence transmission scheme, avery simple
decision device could replace al positive valueswith a positive 1 and all negative values with a negative
1. The difference between the decision device input and output forms an error term which can then be
minimized to adapt thefilter coefficients. Thisistrue because aperfectly adapted filter would producethe
actual transmitted symbol values, and, therefore, the slicer error term would goto 0. In practice, the error
isnever O, but if theadapted filter isnear ideal, thedecisionsare perfect. Inthiscase, theslicer iseffectively
throwing away received noise with each decision made.

Coefficientscan be updated in amanner similar to that employed by theLM Sequalizer. Thereis, however,
oneimportant distinction. In Figure 16, theerror termiscomputed as the difference between theinput and
theoutput of thedecision device, asopposed tothe LM Serror term, which wasbased on astored reference
training signal. This means that the decision-directed equalizers do not require a training sequence. This
is a mgjor distinction between automatic synthesis (which requires a training signal) and adaptive
techniques (which do not require atraining signal).
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Figure 16. Decision-Directed Equalization
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Decision-Feedback Equalization

Another nonlinear adaptive equalizer should be considered: the decision feedback equalization (DFE).
DFE is based on the principlethat once you have determined the value of the current transmitted symbol,
you can exactly removetheISI contributionof that symbol tofuturereceived symbols(seeFigure17). The
nonlinear featureis again due to the decision device, which attemptsto determine which symbol of a set
of discretelevelswas actually transmitted. Once the current symbol has been decided, thefilter structure
can calculatetheISI effectit would tend to have on subseguent received symbol sand compensatetheinput
to the decision devicefor the next samples. This postcursor ISI removal is accomplished by the use of a
feedback filter structure.

Figure 17. Received Signal Including Additive Noise Effects
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Figure 17 showsthereceivedsignal, includingtheeffectsof additivenoise. Superimposedarethe past four
decisions (1(0), (-1), r(-2), r(-3)) and the traces corresponding to the channel responsefor each pulse.
Because you have a transverse filter that mimics the the system response, you can subtract the ISI
contributionsof the past symbols (asdecided) from the next received symbol (t=1). You can seethat the
decision values are sliced to + 1, thereby tossing away noise that would have otherwise improperly
influencedthecompensationfor thepostcursor|Sl. Asshownin Figurel17, you can seethat thecoefficients
of the feedback filter should convergeto theright haf of the channel impulse response. That is because
theoutput value at any time t consists of the current sample times the center tap weight, plus the previous
samplestimestheright haf of theimpulseresponse, plusthe subsequent samplestimestheleft haf of the
impulseresponse. It isthe previous samplestimes the right half impulse responsethat will be subtracted
by the feedback filter.
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Figure 18. DFE Functional Block Diagram
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InFigure18, you can seethat the DFE containsall of the samefunctional blocksasthe previously described
decision-directed equalizer. In addition, thereis a second adaptive filter structure fed by the output of the
decision device. This second filter is the feedback stage that cancels the postcursor ISl. Itsinputs are the
symbol decisions, and thetap weightsconvergethroughtheL M S processtoresemblethetail of the channel

impulse response (taps beyond the center tap).



The adaptationformulafor the feedback tap coefficientscan be the same asfor the feed forward section.
For the LMS approximation{1, 4):

calk + 1) = c,(k)~aegr,_,.n = 0,1..,N-1 @n

b,(k+ 1) = b(k)-aed, ,n=01. N-1 @2)

Adaptive Equalization for Digital Cellular Telephony

The direct sequence spreading employed by CDMA (1S-95) obviates the need for a traditional equalizer.
The TDMA systems(for example, GSM and IS-54), on the other hand, make great use of equalization to
contend with theeffectsof multi path-inducedfading, ISI dueto channel spreading, additivereceivednoise,
and channel-inducedspectral distortion, etc. Becausethe RF channel oftenexhibitsspectral nulls, thelinear
equalizersare not optimal due to their tendency to boost noise a the null frequencies. Of the nonlinear
equalizers,theDFEiscurrently themost practical system toimplementin aconsumer system. Asdiscussed
below, there are other designsthat outperform the DFE in termsof convergenceor noiseperformance, but
thesegenerally come at theexpenseof greatly increased system complexity. Today, most TDMA phones
employ DFE running on fixed-point DSPs such asthosein theTMS320C5x [6] family. For adetailed ook
at some representativesystems, consult A Low-Effort DSP Equalization Algorithmfor Wideband Digital
TDMA Mobile Radio Receivers [7] and Channel Equalizer for a Digital Mobile Telephone Using
Narrow-Band TDMA Transmission [8).

Advanced Adaptive Equalizer Structures

Several adaptation schemesand alternatefilter structures offer better performancein some respectsthan
thosedescribed above. Usually this performanceimprovement comes at the cost of increased complexity
in termsof DSP CPU loading or logic gate count. For the most part, these are well understood algorithms
whose system performanceis still being evaluated in various applications. In any case, their treatment is
beyond the scope of this tutorial in equalization concepts, and references are cited on page 174 for the
interested reader.

Lattice Filter Structures

In general, the well-known lattice filter structure [9] can be substituted for the FIR sectionsin the DFE
system. Thelattice DFE has been shown to be less sensitive to roundoff errors than the transversefilter
DFE, though it has comparable convergence properties. Special forms of LMS and RL S adaptation for
lattice structures are summarized in Adaptive Equalization for TDMA Digital Mobile Radio [10]. For a
detailed discussion of the implementation of |attice DFE for digital cellular radio, refer to An Adaptive
Lattice Decision Feedback Equalizer for Digital Cellular Radio [11].

RLS Adaptation

RLS adaptation refers to the recursive least squares algorithm. The RLS algorithm can be designed to
converge significantly faster than the LM S technique converges. Recall that the LMS coefficients are
adjusted during each sampl e period by the product of the current error multiplied by the appropriatesignal
samplescaled by a. In thecase of RLS, the adaptationissimilar, but instead of scaling the adjustment by
a,avauederivedfrom theinverse of the sample autocorrelation matrix is used to scale the error/sample
product. Asacomparisonof complexity,a20-tap (10 forward, 10feedback) LM Supdatesystemrequires
about 40 operations. A standard RL'S update, on the other hand, requires on the order of 1000 operations
[10]. For amoredetailedlook at RLSin digital cellular systems, see A Decision Feedback Equalizer With
a Frequency Offset Compensating Circuit for Digital Cellular Radio [12] and Bidirectional Equalization
Technigquefor TDMA Communication Systems Over Land Mobile Radio Channels [13].



Probabilistic Detection Algorithms

Two more advanced adaptation techniques that employ stochastic principles to minimize the probability
of error are maximum a posteriori probability (MAP) and maximum likelihood sequence estimation
(MLSE). These techniques require knowledge of the channel characteristics and the probability
distribution of the additive noise. MAP is a symbol-by-symbol detector; whereas, the ML SE agorithm
employsthe Viterbi a gorithm (V A) to minimize the probability of sequenceerror. Both approachesprovide
comparable performance and are still regarded as prohibitively complex for channels withalongimpulse
response, because complexity isexponentialy related totheISI span. For afurther study, consult references
[10] and [14].

Code Availability

The associated program files are available from the Texas Instruments TMS320 Bulletin Board System
(BBS) at (713) 274-2323. Internet users can access the BBS via anonymous ftp at ti.com.
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Introduction

Transmitting digital information on aradiofrequency carrier isnot anew concept, but it continuesto attract
attention because of the need to utilize the radio spectrum more efficiently through multiple access
techniques that are available only with digital links. Digital signal processors (DSPs) are required by
today's communi cations equipment to perform complicated algorithmsin alimited amount of time. One
such algorithm in the digital receiver is an equalizer, which is afilter that removes the distortion caused
by the communications link between the transmitting antenna and the receiving antenna.

This paper's two sections discuss ways to successfully implement an equalizer for the | S-54 standard on
the fixed-point TMS320C5x. The first section gives background on the digital modulation used in the
IS-54 and in the radio environment that should be taken into consideration when designing an 1S-54
receiver. The second section describes the design of an equalizer for the 1S-54.

Design Considerations

Many conditions affect a system's design. Thetype of digital modulation and the types of distortion and
their limits influence how the receiver is structured.

Maximum-Effect Points

The |S-54 standard uses /4 differential quaternary phase-shift keying (DQPSK) to encode a pair of bits
into a phase change between two points in the complex plane. The resulting phase change is caled a
symbol. The points between which the change is made are known as maximum-effect points (MEPs),
which are recovered by the receiver. The changes between them are investigated to decode the digital
information.

Figure | shows the corresponding phase changesfor the four dibits. The encoding process produces an
eight-point constellation around the unit circlein the complex plane. Notice that these eight pointscan be
divided into two subsets of four points. One subset iscomposed of the four points that are located on the
axes of the complex plane. The other subset consists of the points that arein each of the four quadrants.
For agiven allowable phase change, if the starting point is an axis point, the end point will be aquadrant
point. Similarly, if thestarting point isaquadrant point, theend point will bean axis point. When asequence
of bitsisencoded into a sequence of phase changes, the result isa sequenceof pointsin thecomplex plane,
which alternates between the subset of axis points and the subset of quadrant points.



Figure 1. /4 DQPSK
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Multipath Interference

Whenaradiosignal istransmitted, it can propagate along many pathstoreach thereceiver. At thereceiver
antenna, thereceived signal can beviewed asacomplex sum of vectorswith independent gains and phases.
Multipath interferenceisthe effect of multipleversionsof atransmitted signal arriving at aradio receiver
and combining in a way that produces distortion of the original signal. Figure 2 shows how multipath
interference is produced by reflections from buildings or other objects.



Figure 2. Multipath Interference

When multiple versions of the same transmitted signal arrive simultaneoudly, an interference pattern is
formed with the various signals combining according to their amplitudes and phases. As the mobile
receiver moves, the relationship between the amplitudes and phases of the signalsfrom the various paths
changes, causing undulations in both the composite amplitude and the composite phase. This effect is
known as Rayleigh fading because the magnitudeenvel ope hasaRayleigh probability distribution. Figure
3showsmagnitude and phaseplots of fadingfor 0.64 secondsof asignal received by amobile unittraveling
at 25 MPH.

The accepted limits [2] on theamount of gain and attenuation provided by fading are +10 dB and -30 dB,
respectively. Statistically, thereisa0.01% probability that thefaded signal will beabove 10dB and a99.9%
probability that it will be above -30dB.



Figure 3. Rayleigh Fading
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Intersymbol Interference

Occasionaly, the arrival of some signals can be significantly delayed. This situation can result in
intersymbol interference(1Sl). Inother words, thereceived signal componentsof previous symbols smear
into later ones, thus producing distortion. In small cells, the propagation times of the different paths are
nearly equal, so intersymbol interference due to multiple paths is minimal. However, in large cells, the
intersymbol interference due to multiple paths can be significant. The difference in time (or symbols)
between two rays' arrivals is called the delay spread of the channel.

Another cause of ISI is simply the bandlimited nature of the communications channel. A bandlimited
channel disperses pulses going through it. This is a result of the nonideal amplitude and phase
characteristics of the communications channel.

Severe ISI from one or multiple sources can render the received signal unrecoverable. For situationsin
which ISI is a problem, you can use an adaptive filter called an equalizer to compensate. The channel
characteristics change considerably over the slot length of the IS-54 system; thus, adaptation of the
equalizer coefficientsisrequired, and the adaptiveequalizer's taps must changewhileit isfiltering the data
sequence.

|S-54 defines the limit for the amount of ISI that must be compensated for by an equalizer. The 1S-54
channel model waschosen toconsist of afaded main ray and anindependently faded delayed ray. Thelimit
on the amount of delay is one symbol time (41.17 us). The delayed ray can also be of equal nominal
magnitude to the main ray. Figure 4 shows the effect of 1SI on the n/4 DQPSK constellation. with the
delayed ray three dB below the main ray.



Figure 4. Intersymbol Interference: Interferer Level -3 dBe¢
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Equalizer Design

Set Data 12 dB Below Full Scale

Figure 3 shows that Rayleigh fading can cause the magnitude of the data to be amplified by 10dB. To
prevent the sampled representations of the | and Q baseband signals from clipping, the nominal point (O
dB) should be kept at least 10 dB below full scale. For sampled signals, the amount of dynamic range
represented by each bit is6 dB. A convenient figure to work with for a fade margin is 12 dB, which
correspondsto 2 bitsin sampled form.



Software AGC

To maintain maximum resolution in the presence of fading, some mechanism is required to keep the
nominal value of thedataat 12 dB below full scale. AnRF section may contain an automatic gain control
(AGC) circuit that prevents strong signal sfrom overloading the receiver and boosts weak signal sfor better
recovery. However, building an AGC with alarge amount of dynamic range (=30 to -115 dBm) can be
anissue. Analternative to afull-dynamicrange hardware AGC isacombination of hardware to attenuate
the large signal's and software to boost signals below the desired nominal value.

An algorithm for the software AGC can be based on signal strength measurements of the incoming data.
Often, the software must perform measurements for reporting the received signa strength indication
(RSSI) of the cell to the cellular system. The software AGC could use the RSSI directly or in some
derivative form, but a single measurement would look like:

m(n) = %é[heal{r(i)])z + (imag[r(i)})z]

and the RSSI value would be the weighted average of individual measurements:
RSS ,,(n)= Am(n) * (1-4) RSSI ,,(n-1)

where A is an exponential weighting factor that is less than 1. Thefinal RSSI report would include the
amount of attenuation provided by the hardware AGC portion, which could simply be a resistive pad
switched in to prevent overloading the A/Ds. RSSIgy,(n) represents the software scale factor. Ideally

RSSI,(n) = 0.0625 = —12dB
where 12 dB is the fade margin discussed above. So the scale factor will be
sc_fact(n) = 0.0625 / RSSI,(n)
Anassembly language exampleisincluded inthe source code. Seethe CodeAvailability section on page 187.

Equalization and Estimating Maximum-Effect Points

To recover the maximum-effect points in the presence of |SI, an adaptive equalizer is used in mobile
stations that are compatible with 1S-54. The equalizer inverts the distortion of the communications
channel. Amplitude and phase distortion from fading is compensated, and components of previous
symbols are removed. Figure 5 shows a block diagram of a decision-feedback equalizer (DFE). The
received datais square-root raised cosine (SRC) filtered and fed into afeed-forward filter section. Inthis
example, the feed-forward filter is a linear transversal equalizer (LTE) composed of three taps that are
spaced at 1/2 symbol, or T/2. Itiswell-known [5] that equalizerswith taps spaced in fractions of asymbol
perform better than those with taps spaced at the symbol interval. Three taps spaced at T/2 provide the
capability to compensate for up to one symbol of 1SI, which is the upper limit specified in 1S-54. The
feedback filter contains a single adaptive tap. Previous decisions are filtered by the feedback filter and
subtracted from the output of the feed-forward filter. This result is the estimated maximum-effect point
at timek. Theestimate isthen fed into adataslicer, which decides which maximum-effect point isbeing
estimated on the basis of itsphase. Theerror vector isthedifferencebetween theestimate and thedecision
and drives thefilter tap adaptation.

The slicer makes its decision on the basis of the phase of the estimate. Recall that there are two subsets
of maximum-effect pointsthat the encoded sequence alternates between in w/4 DQPSK. In both subsets,
the points are offset by 90 degrees. In the case of the subset of quadrant points, the decision regions are



trivial: determine which quadrant the estimate isin from the signs of the real and imaginary components
of theestimate. In the case of the subset of axis points, the decision region boundariesare at odd multiples
of /4 in phase. However, if the estimates for the subset of axis points were rotated by n/4 in phase, the
decision regions would be the quadrants of the complex plane. In Figure 5, there are two paths into and
out of the dlicer. The upper path isfor the estimates of axis points, and the lower path isfor the estimates
of quadrant points.

For the equalizer to be ableto track changesin the communications channel, it must first betrained to the
channel's characteristics. At the beginning of every TDMA slot received by the mobile unit isa 14-symbol,
15-maximum-effect point synchronization word. The mobile unit uses this known sequence of phase
changes to synchronize its receiver to the base station's transmitter. When an arbitrary starting point on
the unit circle is chosen, this known sequence of phase changes can be encoded into a sequence of
maximum-effect points and stored in the memory of the DSP. The stored MEPs drive the error, and the
equalizer tapsconvergetoastatein which the error isminimized; thus, the equalizer adaptstothechannel's
characteristics. The equalizer compensates for the phase difference, which can be completely arbitrary,
between the stored M EP sequence and thereceived one. Thetapstake on whatever valuesare required to
produce estimates of the stored MEPs.

Figure 5. Block Diagram of a Decision-Feedback Equalizer
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The’C5x isafixed-point machine; to prevent the equalizer tapsfrom exceeding 1.0, it isnecessary toscale
the decision points. Since the equalizer taps adapt to the inverse of the channel, an amplification by the
equalizer tap compensates for attenuation of the signal. Thisisillustrated in Figure 6. Sincefading can
attenuate the received signal by 30 dB from its nominal value, the same amount of amplification could be
applied by theequalizer. The desired magnitudefor | and Qis0.25, whichis12 dB below full scale. This
isalso the value of the decision used in the feedback pathin Figure 5. The decision points must be scaled
by another 30 dB (42 dB altogether). It was verified by simulation that an attenuation of the signal by 30
dB (corresponding toaconstant 30-dB fade) produced a main tap magnitude equal to 1.0 when thedecision
points were scaled by 42 dB.




Figure 6. Equalizer Taps Respondingto a Fade
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Choosing an Update Algorithm

To track the changing communications channel, the adaptive equalizer uses an algorithm that updates the
taps according to the error signal. Because of the requirement for tracking a fast-fading channel in a
fixed-point implementation, the update algorithm should be chosen carefully.

Table 1 compares the best possible candidates. Using Table6.8.5in [1], acomplexity comparison can be
madefor anequalizer with N1=3feed-forward tapsand N2=1feedback tap. Assuming4 DSP operations
for acomplex multiply and 40 DSP operations for acomplex divide provides acomparative figurefor the
number of DSP operations required for each algorithm. These DSP operations are in the parentheses in
the middle two columns of the table.

Table 1. Complexity Comparison of Update Algorithms

Number of Number of Number of Number of
Complex Complex Complex DSP

Operations Divisions Multiplications | Operations
LMS 9 0(0) 9 (36) 36
Fast Kalman 85 3 (120) 82 (328) 448
Conventional Kalman 58 2 (80) 56 (224) 304
Square-Root Kalman 50 4 (160) 46 (184) 344
Gradient Lattice 30 6 (240) 24 (96) 336
RLS Lattice 54 6 (240) 48 (192) 432




Of the six choices, one must be disqualified, and one will be disqualified. The LM S agorithm, although
overwhelmingly simpler than the others, hasinsufficient convergence properties(tracking ability) for the
types of channelsthat must be dealt with. It was included to show that the price to be paid for enough
convergenceisan order-of-magnitudeincreasein complexity. Theconventional Kalmanisknown to have
stabilityissues[1] and theref oreshoul d be used with caution— especiallyinafixed-pointimplementation.
For this discussionit is disqualified, as well. Of the remaining four candidates, two are clearly more
complex for the desired number of taps, so thefinal choice is between the square-root Kalman and the
gradient lattice. Accordingto [1], the gradient | attice is a suboptimum derivative of the RLS |attice with
reduced complexity and processing requirements. The sguare-root Kalman, however, maintains the
optimal convergence propertiesof the conventional Kalman but uses a more stable method for updating
the Kalman gain vector. It seems worthwhile to choose a dightly more complex agorithm that has
significantly better convergence properties.

Thelistof algorithmsin Table 1isby nomeanscomprehensive. Thereisamultitudedf algorithmstochoose
from. This discussionconsidersonly afew well-known and proven options.

Code Availability
The associated program files are avail able from the Texas Instruments TMS320 Bulletin Board System

(BBS) at (713) 274-2323. Internet userscan access the BBS viaanonymousftp at #i.com.
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Introduction

Thisvoiceecho cancel erimplementationon the TMS320C5x is based on asimilar implementationon the
TMS320C2x [1]. This application report outlines the differences between the two implementationsand
highlightsthe specific’C5x features that support an efficient echo cancel er implementation.

This application report extends the *C2x report with a description of the *CS5x implementation of the
algorithm. It is highly recommended that you read both reportsto get complete detailson the theory and
the algorithm used for adaptivefiltering and echo cancellation. Although the basic algorithmisthe same,
the *C5x implementation is considerably different from that of the *C2x to take advantage of the *C5x
architecture. These performancei mprovement techniquesarediscussedin detail in thisapplicationreport.

The hardware platform used for testing the *C5x echo canceler software consists of a ’C5x software
development system (SWDS) and an analog front end (AFE) board. The SWDSisaplug-in IBM PC AT
card, whichisused todebugand run’C5x codeinred time. It hasall thenecessary hardwarehookstoallow
an efficient message-passingscheme between the *C5x and the host PC. The AFE board actsasan analog
interfaceto the ’C5x SWDS. It is made up of two codecs, two telephone hybrid transformers, and clock
generation logic for the near-end and the far-end lineinterfaces.

Although the softwareis designed to run on an SWDS-AFE platform, very little modificationis required
to adapt the program to a different target boardl. The current implementation simulates the following
functionsin software:

® Near-end round-trip delay

® Far-end round-tripdelay

® Near-end echo generation

The near-end round-tripdelay directly affectsthe performanceof theecho canceler. Thisisthetimedelay
of thetail circuit (see Table 3for details) and issimulatedin softwarein order to analyzetheecho canceler
performance. The far-end round trip delay is the delay of the forward circuit. The echo generation is
implemented in software.

In addition to thesesimul ations,amessage-passingschemeissupported by the’C5x tointerfaceto thehost
PC viathe SWDS hardware. Thisallows you to monitor the echo canceler performancein real time.

These features are provided to fine-tune the software performance according to each applications
requirement. They can beturned off by using softwareswitches(see Table 1 on page 197) duringassembly
time.

'C5x Device Features Used in This Implementation

The *C5x architectureis based on the industry-standard TMS320C25 architecture. The *C5x assembly
language is a superset of the TMS320C25 assembly language. However, the *C5x has an enhanced
pipelined architecturethat allowsit to execute instructionsat 50 nsor 25 ns — more than twice the speed
of the’C2x. In addition, the *C5x has a more powerful set of instructions that allows highly efficient
algorithmimplementation.Many of theseenhancedfeaturesare used inthisecho cancel erimplementation.

Therest of thissection highlightsvariousfeaturesof the’C5x architecturethat distinguishit fromthe’C2x
family. All codeexamplesaretakenfrom theecho cancel er software, but thegeneral commentsareequally
applicableto any DSP algorithm.

1 Editor's note: This may be necessary since the *C5x SWDS is no longer available from Texas Instruments Incorporated. An
alternative development platform isthe 'C5x evaluation module (EVM).



Dual Mapping of On-Chip Memory

The’C5x has 1056 words of on-chip dual-access memory, 512 words more than the ’C25. While thistype
of memory is more efficient to use, it is expensivein terms of silicon rea estate. Another type of on-chip
memory available on *C5x devices is single-access memory. The *C53 and 'C51 have 3K/1K words of
single-access memory, while the *C50 has 8K words. This memory block can be mapped simultaneously
in program and data spaces. Thisdual-mapping featureis very useful for adaptive FIR filters, such asthe
echo path transversal filter. The multiply/accumulate loopsreguire FIR coefficients in the program space,
but the same coefficient table is also accessed in data space to update the transversal filter coefficients.
Placing this coefficient table in single-access memory and utilizing its dual-mapping feature make the
transversal filter implementation more efficient. Note that the data-move operation (DMOV instruction)
works on the single-accessRAM (SARAM) block, as well.

Zero-Overhead Loops

The’C5x features zero-overhead loops, as opposed to the 3-cycleoverhead of the’C25 BANZ (branch on
AR not zero) loops. This makes 'C5x looped code as efficient as inline implementation. The code in
Example 1 illustrates the use of block repeatsin thefilter taps update algorithm:

Example 1. Zero-Overhead Loops UPDATE.ASM

lacl num_a_iter_2
Samm brcr :no. of iterations
rpth $bl ock- end- 1
lacc *,16, arl ;start of |oop
npya  *+,ar2
sach *0- ;end of |oop
$bl ock- end:

In the 'C25 implementation, the same algorithm was coded inline.

Dynamic Addressing of Coefficient Tables

The multiply/accumulate instruction (MAC) on’C25/’C5x devices fetchesinput samples of an FIR filter
from data memory and takes thefilter coefficients from the program memory. This achieves single-cycle,
multiply/accumulate operation by simultaneously fetching two operandsfrom memory. Most *C25/°C5x
FIR computations are carried out this way. On the*C25, the coefficient tableaddress can be specified only
in the direct addressing mode. Thisis adequate for most applications, except where the coefficient table
addressisdetermined in runtime. For such cases, the *C5x provides aregister-indirect mode of addressing
on multiply/accumulate operations.

Example 2. Echo Estimation Routine FIR.ASM

lacl | ast - a ; updat e coefficient
Samm bmar ; table address
lacc one, 14
zpr ;clear preg
rpt num a 1 ;repeat

madd *_ T T ;multiply/accumulate
apac ;last product
sach est_echo, 1 ;save echo estimte

This feature is used in the echo estimation routine, as shown in Example 2. The block-move-address
register (BMAR), a dedicated CPU register, points to the location of the coefficient table in program



memory. This feature is useful when code reuseis a consideration. For the code shown in Example 2, it
is particularly important because the length and the location of the transversal filter coefficients are
determined in runtime.

Use of Nested Loops

Complex applicationslike voi ce echo cancellation often need nested loops. For instance, the block update
algorithm for echo filter taps requires two nested loops: an inner loop to compute a time-averaged
correlationerror for each coefficient in the block and an outer loop to updatethecoefficient. Thiscaneasily
be accomplished on the *C5x by nesting asingle-instruction repeat (RPT) inside the block-repeat (RPTB)
loop.

Example 3. Coefficient Update Routine TAPINC.ASM

1t cun0 ;

| ar ar2, #inco

rpth $calc_INCs—1 :outer |oop
lacc one, 15
mpy *+
rpt #14 . ;inner |oop

mac gun0+1, + ;compute error
mar ,ar2
Ita cun0
sach *+,0,arl ;save coeff update
$calc_INCs:

When a single-instruction repeat (RPT) loop cannot be used, block-repeat loops can be nested with
delayed-branch loops such as branch-on-AR-not-zero-delayed (BANZD). Uptoeight such BANZD loops
can be nested, each using an auxiliary register as the loop counter. In *C25 implementation, the same
algorithm is coded in-line.

Maxima/Minima Search

The *C5x features special instructions to efficiently find minimum (or maximum) value in a data array.
Each element in the array can be 32 or fewer bits wide. A signed comparison is made between the
accumulator and the accumulator buffer, and the smaller (or greater) of the two values updates the
accumulator buffer. This feature is advantageous in the near-end speech detection algorithm.

Example 4. Near-End Speech Detection Routine NESPDET.ASM

lacl num m 1 ;
samm brer ;repeat count
zap
sach initialize accb for search
rptb max
lacc -, 0,ar2 ;get partial maxi ma M(k)'s
sacl *~,0,arl
crgt ;save largest M(k) in acch
$max:
sacl max_m ;largest M(k) — max m




The code loop shown in Example 4 performs two functions:

e [tfindsthelargest far-end speech sample (or its power estimate) from aset of the num_m most
recent samples.

e |t implements atime window spanning the echo path delay range.

On the TMS320C2x, the same algorithm must be implemented with conditional branches. The built-in
"C5x support for search algorithms generates faster and more elegant code.

Circular Buffers

Another *C5x advantage over the *C2x is its support for circular addressing. Two independent circular
buffersof any size are supported by the’C5x addressgeneration unit. They can be used toimplement FIFO
buffers and queues. In this echo cancel er application, the two circular buffers are used to hold far-end and
near-end receive samples and implement variable delay for near-to-far and far-to-near signal paths.

Another important use of circular addressing isin FIR filter implementations. The conventional way of
performing FIR computationon’C2x/"C5x devicesisviaamultiply/accumulate with data-move (MACD)
operation. Inthecaseof a’C5x, circular addressing can replaceadata-move operation to updatefilter taps.
Thisisafaster implementationif thefilter tapsresidein the on-chip single-access memory or the external
data memory. The echo simulation filter employs this technique, as shown in Example 5.

Example5. Echo SimulationFilter EFILT.ASM

mar *,ar5;
| ar ar5,efilt ptr ;get echo filter taps address
zap
rpt #(f1ilt_len—1) ,multl%ly/accumulate
mac echo filt end, *+ ; circul ar addressing
apac ;add final product
add one, 14 ;round out put
sach sim_echo_out,1 ;save as QL5 result

Delayed Branches and Conditional Execution

The ’C2x has a three-deep instruction pipeline. This allowsit to perform more operations in parallel by
overlapping various phasesof instructions. The’C5x featuresafour-deepinstruction pipelinetoattain even
higher performance. Since deeper pipelines take more cycles to flush, the *C5x supports special types of
branches and calls to avoid thisoverhead. Normal *C5x branchestake four machine cycles, whileasimilar
instruction on a *C2x takes only three cycles. However, all *C5x instructions that cause a pipeline flush
support a delayed option that reduces the overhead to only two machine cycles. Moreover, in the special
case in which only one or two instructions are skipped over, you can use an even faster instruction, XC
(conditional execute), which takes only one machine cycle.



Thecode shown in Example 6 illustrates the use of delayed branches and conditional executeinstructions.

Example 6. Use of Delayed Branches NESPDET.ASM

bd $chk_hang ; del ayed branch
sacl max_m
lacc absy0f ; branch execut es here
sub max_m
| ar arl,last m 1
xc 2,9t ;i1f ace<=0 then skip next two
lacc absyOf ; i nstructions
sacl max_m
lacc num m 1
samm brcr

Barrel Shifters

Both the *C2x and *C5x DSP families support a 16-bit input prescalar and an 8-bit output postscalar in
hardware. This is necessary for efficient fractional arithmetic and bit manipulation. In addition to these
barrel-shifters at the input and output paths, the ’C5x family also features a 16-bit right barrel shifter on
the accumulator. This complements left barrel shifting provided by the input prescalar. The code in
Example 7 illustrates the use of barrel shifters.

Example 7. Code Excerpt From MULAW.ASM

lact tenmp-B2 ;Shift left biased |linear into ACC
bsar 16 ;Shift right ACC by 16

add #0EOh

sub tregl, 4 ;Shift left by 4 and subtract

The lact instruction uses the left barrel shifter to transfer data to the accumulator, and the input shift is
determined by thetregl register. Thefollowinginstruction, bsar, performsa16-bit right barrel shift on the
accumulator contents.

Memory-Mapped Registers

Both the "C2x and the *C5x have accumulator-based internal architecture. In’C2x devices, all arithmetic
operationsare performed on theaccumulator. Thereisnodatapath between theaccumulator and other CPU
registers, including the auxiliary register set. Therefore, atemporary data memory location nust be used
to transfer data between the arithmetic logic unit (ALU) and the address generation unit (AGU).

The’C5x architectureisconsiderably enhanced; it provides adirect data path between the accumulator and
the rest of the CPU registers by mapping them into local data memory. It also supports direct
memory-to-register data transfer on all itsinternal registers. The codein Example 8 illustrates the use of
"C5x memory-mapped registers.



Example 8. Taps Update Routine UPDATE. ASM

updat e t aps:
spl k #16,i ndx ;init. index register
| ar AR1,#INCO ;init. aux register 1
lacc ADAO
sub H
sacl ar2 ;init. aux register 2
lace bet a- gai n ;get vari abl e beta- gain factor
samm tregl ;init. tenp register 1
lacl num_a_2
samm brecr ;init. repeat count
| act | ABSY
Samm treg0 ;init. tenp register 2
mpy *+,ar2
rptb $bl ock- end- 1
lacc +,16,arl
a *+,ar2
Shen  *0-
$bl ock- end

Parallel Logic Unit

The *C5x bit manipulation unit runs independently from its arithmetic logic unit. It alows logical
operations on any on-chip or off-chip memory location (including memory-mapped registers) without
modifying the accumulator (ACC) or accumulator buffer (ACCB). Thisfeature, in conjunction with the
memory mapping of the CPU registers, provides *C5x programmers more flexibility to modify auxiliary
registers to implement software queues and FIFOs. Additionally, the read-modify-write operation
performed by the parallel logic unit (PLU) instructions may al so be used f or semaphore update. Thesection
of code in Example 9istaken from theecho canceler program. It services the serial port receive interrupt
by reading the received data, transmitting new data and setting appropriateflags to communicate with the
background program. Notice in particular the use of PLU instructions for setting software flags.

Example 9. Serial Port ISR ECHOISR.ASM

rint_isr:
I dp #DRR_data
smmr  drr,#DRR_data ;get serial receive data
[mr  drr,#DXR data ;send serial transmit data
opl #RXDATA,sp_flag ;mark serial data received

apl #TXDATA,sp flag ;nark serial port data sent
opl #ERINT, intr_ flag ;mark rint in intr_ flag
reti

Code and Data Requirement

The echo canceler software implementation gives you maximum control over its performance and
behavior. Various system parameters, such astheechofilter length, echo cancellation enabl el disable mode,
and filter adaption enableldisable mode, are represented by memory variables rather than by hard-coding
in software. This lets you either:

® Modify these parameters in realtime by the use of supervisory software, as illustrated in the
SWDS demo program, or

®  Set up these parametersin theinitialization stage.



Table 1lists these user-defined system parameters along with their default values. To modify the default
value parameters, edit the echoequ.inc file.

Table 1. User-Defined System Parameters

Number | Variable Name Description Type Default [range]
1 pd_wait Program/data wait states const O
2 echo-taps Transversal echo filter taps const 512 [16-512]
3 sim_echo Simulated echo disable/enable const 1 [{0/1]
4 host-comm Host PC communications disable/enable const 1 [0/1]
5 control_flagst | Bit 0: echo cancellation disable/enable variable 1 [0/1)
Bit 1: residual suppression disable/enable 1 [0/1]
Bit 2. coeff adaptation disable/enable 1 [0/1]

1 The control-flags variable is active only when host-comm is set to 1. Edit the echoinit.asm file to modify this memory
variable.



Table 2 indicates the processor loading and the code size of each software module for a 512-tap
implementation. It also indicates where each module is located in program memory. Most of the
time-critical subroutines arelocated in the on-chip single-access random-access memory (SARAM).The
auxiliary functions, such as the host PC mailbox, are executed from external memory.

Table 2. Program Module Requirements

Module CPU Code
Number Name Description Cyclest | Code Size | Location*
1 ECHO.ASM Main module — variable declarations. - 2 ROM
2 ECHOINIT.ASM | Initialization module. - 218 ROM
3 ECHOISR.ASM | Interrupt services routines. 17 56 ROM
4 CYCLE.ASM Get new samples. Convert p-law 67 71 SARAM
to linear. Poll host PC mailbox.
5 EFILT.ASM AR for the echo simulation. Update 50 21 SARAM
delay buffers.
6 FIR.ASM Estimate echo. Compute error. 546 21 SARAM
7 RESID.ASM Residual error suppressor. 17 16 SARAM
8 MULAW.ASM Linear-to-PCM conversion. 41 28 SARAM
9 PCALC.ASM Power estimate of y(n) and o(n). 39 19 SARAM
10 NESPDET.ASM [ Near-end speech detection. 47 83 SARAM
11 ONORM.ASM Output normalization for 55 32 ROM
coefficient update.
12 TAPINC.ASM Tap increment. 791 32 ROM
13 UPDATE.ASM | FIR filter tap update. 153 27 ROM
14 UTIL.ASM Process host PC commands. - 233 ROM
Write monitored variables.
15 MAILBOX.ASM [ Host PC mailbox. - 41 ROM
Total cycles | Total code
for 512-tap size =900
filter = 1825 words

T Only for the modules that are in the main cycle. Cycle count given for 512 taps transversal echo filter.
¥ ROM ='C51 on-chip, read-only memory or external memory.
SARAM ="'C51 on-chip, single-access RAM.

Data Allocation

The'C51 has 1056 words of dual-access and 1024 words of single-access on-chip memory. It also has 8K
wordsof on-chip, read-only memory. Theon-chip datamemory isallocated to various modul esof theecho
canceler software according totheir specific requirements. Table 3liststhe size and thelocation of various
data variablesfor a 512-tap implementation.

The coefficients of the echo transversal filter are placed in the on-chip, single-access memory because of
its dual-mapping capability. Note that these coefficients are accessed in both program and data spaces by
two different modules.

The 1024 words of dual-access memory are used for data storage. Reference samples of the far-end talker
reside in this memory block. This makes efficient use of multiply-accumulate-with-data-move-type
operations.



To simulate delay paths between near-end and far-end speakers, two long buffersof 2K words each are
maintained in external data memory. Another buffer that holds host PC messages resides in external
memory. Since all three buffersare in noncritical paths and would eventually be deleted from the final
implementation, they are placed in external memory.

Table 3. 512-Tap Implementation Data Variables

On-Chip Single-Access Memory: 528 Words

16 words Normalized outputs Un0 - Un15

512 words Transversal echo filter coefficients A0 — A15
On-Chip Dual-Access Memory: 655 Words

62 words System variables

33 words Local maxima M(k) for near-end speech detection

32 words Coefficientincrement INC(k)

528 words Reference samples Y (k)

External Data Memory
2304 words Near-to-far sample delay buffer (optional)
2304 words Far-to-near sample delay buffer (optional)
2048 words Message buffer for PC communications (optional)




Code Benchmarks
The two most computationally intensive routines of this echo canceler application are:

® Thetransversal echofilter routine FIR.ASM, and
® Themean square error (M SE) computation routine TAPINC. ASM.

Thecomputational requirement for these two routinesdepends on the length of the echo transversal filter.

Table 4 shows the relationship between the processor loading and the length of the transversal filter. For
ab512-tapfilter, the *C5x takes only 92 microsecondsto processeach sample. With an input sampling rate
of 128 microseconds, thisleavesthe processor with ampletime for system overhead. In fact, a50-ns’C5x
processor can implement about 750 echo filter taps within a 128-microsecond sampling period. In other
words, one 50-ns ’C5x DSP can handle 96 ms of the tail-end circuit delay.

Table 4 shows code benchmarksfor a hardware platform that consists of the *C51 software devel opment
system (SWDS) with an analog front end (AFE) board, a zero-wait-state external data/program memory,
a50-nsinstruction cyclerate, a 128-ys input sampling period, and PC communication disabled.

Table 4. Code Benchmarks

Number Echo Filter Taps Time Required to Process One Sample
1 32 26.0 us
2 48 28.1 s
3 64 30.0 us
4 80 32.4 s
5 96 34.6 us
6 128 38.9 us
7 256 56.7 us
8 512 91.6 us

Echo Canceler Demonstration on a ’C5x SWDS

The primary hardware platform for testing the *C5x echo canceler software (for code benchmarks) was a
"C5x SWDS. The AFE board communicateswith the’CSx DSPviaits serial port and hascodecsand hybrid
transformers for near-end and far-end telephone interfaces. An AFE board schematic is shown in the
appendix of this report.

You can run thedemonstration softwareon any *C5x SWDS board by downloading theecho.out fileto the
board and running the echodemo.exe file on the host PC. To do this, type thefollowing two commands at
the DOS prompt:

c51load echo.out

echodemo.exe



You can control the various system parameters — such as tail-circuit delay, transversal filter taps, echo
cancellation mode, and adaptation mode — in real time by running the echodemo.exe program.
Conclusion

Thisimplementation of asingle-channel voiceecho canceler onaTMS320C5 1 highlights the powerful and
versatile architecture of that DSP. This particular algorithm was first coded on a TMS32020. Coding the
same algorithm on a TMS320C51 shows that the resulting performance improvement is not merely due
to the faster instruction rate on the *C5x. Performance isimproved by more than a factor of two when
enhanced 'C5x architecture isfully utilized. The *C5x features used in thisimplementation are discussed
in detail. The processor loading and the code and data size of each software module are listed. Several
auxiliary functions that are used for testing and evaluation purposes are discussed. The details of a
demonstration package that consists of a’C51 SWDS, an analog front-end board, a*C5x DSP, and PC
software are given.
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Appendix: Schematic of the Dual-Telephone Interface
for the TMS320C51 SWDS
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Introduction

The market for pen-based computersis growing. Pen-based computersinclude notebook-sized tablets,
pocket organizers, and handheld computers (HHC). Most pen-based computers offer handprinted
character recognition (HCR), and some are beginning to offer cursive handwriting recognition. Most
implementationsof pen-based computers with HCR suffer from slow response times and inaccurate
recognition. The HCR agorithmistypically implemented on the CPU of the pen-based computer.

Thisreport describeshow to implement HCR for real-time applications. Such applicationsarefound in
avariety of industries, including financial trading, healthcare, and transportation.

Users of handheld computers require fast response and high accuracy recognition rates. To meet these
requirements, the execution of HCR tasksin a handheld computer is shared among a pen-input processor,
aTMS320C5x digital signal processor (DSP) residing on a Type II PCM CIA-compatiblecard, and the
main CPU. Theinput processor digitizesand filtershandprintedinput written on aresistivepad. The DSP
manages pen-strokeand character libraries. The DSP performs character-based matching by using these
librariesand digitizedstrokesprovidedin real-timeby theinput processor. The DSP provides thecharacter
string with the best match to theinput data, along with aset of possibleaternatives, to themain CPU. In
addition, the DSP can handle high-level verification of character recognition, such as constraining the
matchingtoadictionary of validcharacter stringinputs. Themain CPU handlesinkingof datatotheLCD,
establishinga recognitioncontext, and communicating pen-strokedata to the DSP.

The prototype HHC platform described in this paper was developed in conjunction with Commodity
Exchange, Inc. of New Y ork (COMEX) asameansfor tradersand brokerstoinput tradesto theexchange
and electronically receiveprice and trade order information. The HHC platform system can also be used
in other industriesthat require communicating with pen-input computers and wirelessLANSs.

Thecurrentimplementationof HCR isintegral tothe HHC and runson an MC68000 processor, along with
other system and applicationsoftware. This paper shows how a PCM CIA card containing static memory
and a general-purpose DSP can be used to implement HCR in a multiprocessor setting. A Type H
PCMCIA-compatiblecard containing a TMS320C5x DSP and 256K bytes of SRAM (referred to as a
DSP/memory card or DSP card)is under development by the Texas|nstruments Semiconductor Division
[1,2,3]. Thearchitectural and functional aspectsof thiscard that arerel evanttotheimplementationof HCR
are discussed.
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Architecture

The prototype HHC is shown in Figure 1. The processors and I/O devices for implementing HCR are
described in the following paragraphs.

Figurel. Prototype HHC Platform With Pen Input

Host Processor

TheMC68302 isthe main processor used in theHHC. The 68302 isan integrated multiprotocol processor
consisting of an MC68000 core, a system integration block (SIB), and acommunications processor (CP).
The CPisconnected to the core through the SIB, not the data bus, and can operate independently of the
core. Thisfeature allows multiple tasks to beimplemented in hardware, providing increased system speed
and better power management. The 68302 hasthe ability to put the core and the CPto sleep independently,
allowing large power savings. Thereturn toanormal operating stateisvery quick and undetectable by the
user. The MC68000 coreisreferred to as the host processor:

Input Processor

Any standard ball-point pen, pencil, or stylus can be used to enter handprinted input and signatures onto
aresistive, opaque X-Y digitizing pad, located between the L CD and the elastomeric keyboard. An Intel
8051-like Signetics S87C552 microprocessor performs input preprocessing and provides low power



modes of operation used in power management. This processor is awakened through hardwarewhenever
akey ispressed, thediscrete matrix touchscreenistouched, thedigitizing pad istouched, or dataisreceived
over its serial line from the host processor. The firmware drives the A/D circuitry, which biases the
digitizing pad and gets X-Y and touch-detect readings. Higher level software averagesthe X-Y pointsand
reportsthefiltered strokes(apen down, followed by astream of points, followed by apen up) over theseria
line to the host processor for recognition or for signature compression. Asinformation issent tothe main
processor for recognition and/or storage, it is presented, or inked, on the LCD to provide feedback to the
user. Key presses and touchscreen touches are reported similarly.

DSP/Memory Card

TheDSP/memory card can be used either asstandard memory or asamultifunction peripheral device. The
HCR (and other) DSP a gorithms can be loaded into the card by ahost processor in the sameway it writes
to any PCMCIA memory. Once the program is loaded, the host can command the DSP to execute the
agorithm asa CP. Among the key features of the DSP/memory card used in thisimplementation of HCR
are on-board logic to arbitrate the memory bus between the DSP and the host, direct interrupt control and
handshake between the host and DSP, and host control of DSP operating speeds for power management.

System-Level Software

A real-time operating system (RTOS) with facilities for multitasking and interprocess communications
runson the host. Theapplication program interface (API) implements the application programmers' view
of theoperating system. Included inthisinterfacearefunctionstoacceptinput fromthekeyboard, thetouch
screen, thedigitizing pad, or the communications system. Alsoincluded arefunctionstooutput datatothe
liquid crystal display (LCD), to handle communications, to access RAM, and to access the PCMCIA-
compatible card.

Theinput subsystem routines allow application programmers to manage the input queue that records user
inputsfrom thetouch screen, keyboard, and HCR subsystem. Themodularity of theHCR subsystem makes
porting it to the DSP/memory card straightforward. Initialization routines for the HCR subsystem are
availablefrom within applications. Communication of recognition parameters between applications and
the HCR subsystem occurs through APIs that manipulate the recognition context, which is composed of
inking parameters, active model databases, active gesture sets, and active constraint dictionaries. The
HCR subsystem is activated asynchronously when serial datafrom the digitization subsystem isreceived.
After processing the digitizer data, the HCR subsystem sends a notification to the application (similar to
those sent for keyboard and touch screen events) that the recognition results are awaiting processing. The
application isthenresponsiblefor invokingfinal translationand constraint of the recognition result through
function calls to the HCR subsystem running on the DSP/memory card.

To conserve power when the HHC isnot in use, it can be placed, under software control, into one of two
sleep modes: shallow sleep or deep sleep. In the shallow sleep mode, the processor is active, but some of
the nonessential services have been turned off. Theapplication is unaware of the shallow sleep mode that
is managed by the HHC system software. In the deep sleep mode, almost all services are turned off, the
internal status of the processor is saved, and the HHC uses the minimum power required to wake up
automatically when an interrupt occurs from the keyboard, touch screen, digitizing pad, communications
system, or DSP.

HCR Subsystem Description

TheHCR a gorithm embodies an operator-trainabl e stroke-based approach. Theoperator can enter models
forindividual characters(al phabetic and numeric) duringinteractive training sessions. These modelsmake



up model databasesthat are employed by the recognition softwareas abasisfor trandatingthe operator's
handwritten input from within applications. As the operator writes on the digitizing pad, strokes are
digitizedintoaset of discretepointsthat are used asinput to therecognitionsubsystem. Strokesarethinned
so that not al pointsare retained; strokes are normalized with respect to a common scaling factor. After
normalization, the stroke is compared to all strokesin the currently active stroke database, and a degree
of matchor penalty isdeterminedfor each. Oncethis processhasbeen repeatedfor all strokesin thecurrent
input, the sequence of strokesis parsed into aset of potential symbol matches, utilizingthe modelsin the
currently active model database as references. As possible recognition results are computed, they are
stored — along with their associ ated penal ties— to bereportedto theapplication. TheHCR approach does
not require the operator to write within a specified grid. Spatial separation between charactersis not
essential for recognition, and the user may overlap and overwrite characters.

Application-generated contexts allow the recognition software to disambiguate between otherwise
indistingui shablemaodel sfrom different databases (for example, numeric0, 1, and 5 from alphabeticO, I,
and S). Using context-sensitivedictionariesto constrain fields before the recognizedresultis reported to
the user causes the perceived recognition accuracy to be higher than it would be if only character-based
recognitionwerebeing used, and it causesit to be much higher when al phabetic and numeric contextsare
available. Additionally,context providesameansfor increasing recognition speed, becausethe database
of modelsto be searchedissmaller.

HCR Subsystem Implementation

Theincremental nature of the HCR algorithm makesit a natural candidatefor exploiting the parallelism
offered by the DSP CP. The host processor is responsiblefor receiving strokesfrom theinput processor,
optionally inking the digitized pointsto the L CD, performing high-level filtering of the digitized strokes,
and communicating the strokes to the DSP for processing. Additionally, application-level software
running on the host processor communicates contextual recognition parameters and requests for
recognitionresultsto the DSP. The DSPincrementally processesthe strokesas they arrivefrom the host
by forming partial recognition results. Also, the DSP — in response to the host's requests — sets
recognition parameters and generates final translations of pen input on the basis of the recognition
parameters.

Memory Organization of the DSP Card

Figure 2 shows the DSP card's memory map as used by the HCR subsystem. The shared memory is
partitioned into code memory, stroke data (input), recognition results (output), and a workspace for the
HCR subsystemrunning on the DSP. Thearrowsin thediagramindicateread/write privilegesfor the host
processor and DSP. This partition of the shared memory is a design choice, based on the read/write
privileges. If some segment of the card memory requireswriteprivilegesfor both the host processor and
DSP, card logicin an onboard FPGA/ASIC handles this memory contention by giving precedenceto the
host.

The DSP code is loaded into the shared card memory by the host during initiaizationof the HHC. The
host then switchesthe DSPcard from standard mode (in which the DSPi sinactive) to smart mode, a which
time the DSP beginsexecutionfrom thecode segment. The DSPinitializesvariablesinitsworkspaceand
entersa processing loop, awaiting commands from the host processor.



Figure 2. DSP Card Memory Organizationfor HCR
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Interprocessor Communication

The host processor and DSP communicate through dedicated 16-bit data, status, and control registersin
the FPGA/ASIC on the DSP/memory card (seeFigure 2). Read and write accessto the DSP datatransmit
and DSP data receiveregistersis enforced by the onboard logic.

Host-to-DSP Communication

The host communicatesto the DSP by writing commandsto the DSP data receiveregister. The host has
only writeaccessto thisregister; any host read from thisregister causesinvaid datato beread. The DSP
hasonly read accessto theDSPdatareceiveregister; any DSPwritetothisregisterisignored. A host write
to this register generates an interrupt to the DSP. Similarly, a DSP read from this register generates an
interrupt to the host. The host status register is accessed by the DSP to determine the status of host
communicationregisters.



The DSP recognition code is a stand-alone application that does not run under an operating system. The
top-level DSP recognition code consists of acommand processing loop that interprets commands written
to the DSP data receive register. Thus, when a stroke becomes available to the host from the input
processor, it iscommunicated to the DSP by first copying it to the card's shared memory. The host then
issuesacommand to the DSPto process thestroke. Commands toinitialize and reset HCR parametersare
communicated similarly. Whenever the DSP has no pending commands from the host, it enters itslowest
power mode [4]. Writesto the DSP data receive register awaken the DSP for further processing.

DSP-to-Host Communication

The DSP communicates to the host by writing commands to the host data receive register. The DSP has
only write access to thisregister; any DSPread from thisregister causes invalid data to be read. The host
hasonly read accesstothe host datareceive register; any host writeto thisregister isignored. A DSPwrite
to this register generates an interrupt to the host. Similarly, a host read from this register generates an
interrupt to the DSP. The DSP status register is accessed by the host to determine the status of DSP
communication registers.

The RTOS running on the host uses interprocess communication primitives to provide race-free
synchronization and communication mechanisms. The RTOS supports message queues that are not bound
toany task. Tasksmay send messages to aqueue, and several tasks may request messagesfrom theRTOS,
When the DSP writes to the host data receive register, an interrupt service routine on the host placesthe
DSP message on theinput subsystem queue. Thisimplementation provides a seamless interface between
APIsrunning on the host processor and the HCR subsystem running on the DSP.

Application Command Protocols

The application command table (ACT) for the HCR subsystem is shown in Table 1. The INITIALIZE,
RESET-HCR, and BUILD-RESULT commands have no parameters and are sent directly to the DSPdata
receiveregister by thehost's APIs. The SET-PARM Sand PROCESS-STROK Ecommands are sent after
their parameters have been written to the input section of the shared memory. The DSP sends a
RESULT-READY after it has generated the recognition results and written them to the output section of
the shared memory.



Table 1. Application Command Table for HCR Subsystem

Command Name Host to DSP? Parameters Command ID Function
INITIALIZE True None 00 Initialize variables on
DSP for HCR
RESET-HCR True None 01 Reset HCR context for
new entry
SET-PARMS True Database, 02 Set HCR parameters
dictionary, # of
return strings
PROCESS_STROKE True Stroke data 03 Perform incremental
recognition on next
stroke
BUILD-RESULT True None 04 Generate recognition
result(s) based on
parameters
RESULT_READY False Recognition 10 Signal that the HCR
results results are ready
Results

Asof this writing, the implementation of HCR using the DSP/memory card is not yet complete. Porting
of the HCR recognition software to a PC-resident EVM board containing a TMS320C5x DSP and
sufficient memory toemulate the DSP/memory cardisin progress. Initial resultsindicatethat the overhead
in transferringdata between thetwo processorsisminimal and that ahigh degreeof parallelismispossible.

Thefinal porting of the code depends on availability of the DSP/memory card.
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Abstract

In the years to come, speaker-independent speech recognition (SISR) systems based on digital signa
processors(DSPs) will find their way into awidevariety of military, industrial, and consumer applications.
This paper presentsan implementation of a hidden Markov model (HMM) speech recognition system
based on the 16-bit fixed-point TMS320C2x or TMS320C5x DSP from Texas Instruments. It includes a
descriptionof a minima TMS320C5x-based system and shows how the HMM algorithm and the system
algorithm interact. The report also presents system loading, aong with a current list of the speech
templates. In addition, it presents data showing the relative performanceof the algorithmin acontrolled
environment. A discussion isincluded on future algorithm enhancements and reduction of the physical
hardware system. The paper concludes with a description of a very large vocabulary SISR system based
on the TMS320C3x and TMS320C4x floati ng-point DSPs.

Background

Prior to theintroductionof the HMM word recogni zer, speech recognition was based almost entirely on
dynamic time warping (DTW) techniques. These DTW recognizersare limited in that they are speaker
dependent and can operateonly on discrete words or phrases (pseudoconnected word recognition). They
empl oy atraditional bottoms-upapproachto recognitionin whichisolated wordsor phrasesarerecognized
by an autonomous or unguided word hypothesizer. The recognition technique employed in DTW is
straightforward. A set of speech templates are maintained in memory for each word/phrase in the
vocabulary. These templates are based on linear predictive coding (LPC) models. As a new word or
phonemeis acquired and placed in the speech queue, its features or characteristicsare compared to each
memory-resident template one word/frame a a time. As the acquired speech frame is compared, it is
stretched or compressedin time to optimize the correlation between the memory-resident templatesand
thequeued speech frame (hence, the term dynamic timewarping). Asthiswarping processprogresses, the
result of the optimized correlation islogged, and the score is updated. Thisis repeated for each template
inthecurrentvocabulary list. A processisthenrunonal thecollected scores, yiel dingabest-guessestimate
or hypothesisof therecognizedword. These DTW systemshavebeenimplementedon DSP platformswith
athroughput as small asfive millioninstructions per second (MIPS).

The TMS320-Based HMM Recognizer

The Texas Instrumentsspeaker-independent continuous word recognizer provides a top-down approach
to speech recognition using the continuous-density hidden Markov model. The Markov modd (or the
Markovnikov rule) wasintroduced by a Russian organic chemist, Vladimir VasilyevichMarkovnikovin
1870. HMMs are statistical or stochastic processes, which, when applied to speech recognition, bring
machine-based voi cerecognizersto new level sof performance. However, thisincreasein performancehas
its price. HMM-based speech recogni zersrequireadigital signal processor,such astheTMS320C25, that
can executeaminimum of 10 MIPS. Asthisreport shows, theimproved accuracy and system flexibility
provided by the HM M-based system outwei ghsthe added cost of the’C25 or *C5x over the'CIx (EMIPS).

The Texas|nstrumentsSpeech ResearchGroup in Dallasimplemented the HM M -based speech recogni zer
describedin this paper on a’C25 in June 1988. This original application, which contained a vocabulary
of 15 words (15 male and 15 female templates), implemented a voice dialer to show proof of concept.
Figure 1 showsthe grammar rules or vocabulary flowchart for this application.



Figure 1. Voice Dialer Sentence Hypothesizer Flowchart
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The HMM voicedialer can currently run on three platforms:
e A stand-aloneTMS320C25-based voicedia er demonstration box
e A customdua TMS320C25-based devel opment platform named Caypso
¢ TheTMS320C5x Evaluation Module (EVM) with analog front-end board

In addition to the 15 words used in the voice dialer application, atotal of 49 voice templates (male and
female) are available for a user's unique end application. Table 1 lists the 49-word HMM vocabulary.
Example sentencesfollow the table.



Table 1. Current HMM Vocabulary (49 Words)

ADD AREA-CODE BACK BLOCK
CALL CANCEL CONFERENCE CREATE
DELETE DISABLE DISTURB DO
EMERGENCY ENABLE ENTER EXTENSION
FORWARD FROM HOLD HOME
LAST MAIL-LIST MESSAGE NO

NOT NUMBER OFFICE PLAY
PROGRAM RECORD REDIAL REVIEW
SEND STOP TO TRANSFER
WAITING YES ZERO OH

ONE TWO THREE FOUR
FIVE SIX SEVEN EIGHT
NINE

Example sentences from the vocabulary include:

e Call home
e Cdl office
e Call number fivefive five one two one two send

Call extension two three enter

Delete extension three five enter
Create extension seven seven enter
Disable do not disturb

Disable call waiting

Enable call back

Block last call

Voice-Dialer Performance Testing

In 1990, atest wasconducted onthe HM M recogni zer using thestandal onevoice-dialer demonstration box.
A total of 2,272 sentences were tested in a closed-set experiment utilizing word templates from the
vocabulary database noted above. Test sentencesincluded thewordscall, office, home, area- code, number,
extension, entel; and cancel, in addition to the normal digits. Speed-dial ed sentencesincluded the words
home, office, and emergency.



Sentence Recognition Performance

Total number of sentences 2,272

Total sentence errors 133 (5.9%)
With substitutions 73 (3.2%)
With deletions 41 (1.8%)
With insertions 19 (0.8%)

Word Recognition Performance

Total number of words 12,785

Total word errors 148 (1.2%)
With substitutions 84 (0.7%)
With deletions 45 (0.4%)
With insertions 19 (0.1%)

System Considerations

The system considerations or desirable objectives for arecognizer can be broken into two categories —
functional (or ergonomic) and technical:

Functional Requirements

e  Speaker-independent recognition (no training required)

e Recognition of connected or continuous words (natural speech)

e Highlevel of accuracy

e  Ability to work on awide cross section of dialects

® Reasonable size of vocabulary

e Affordability
Thefunctional criteria are straightforward, and the system should perform well enough to make it usable
in aquiet environment by amajority of the population. Current low-cost, machine-based recognizersare
not sufficiently robust torecognizeall peopleat al times. Therefore, itisimportant toset limitson thelevel
of performance. These limits or restrictions can be determined only through experimentation and test
marketing.
Technical Requirements
The technical objectives are much easier to define because they are price- and performance-driven.

e Utilize aslittle memory as possible

e \Work on a 16-bit fixed-point microcontroller/DSP

® Incorporate minimal chip count for asmall system form factor

e Usesingle voltage and low power for battery operation



Things to Come

Asthetechnology progresses, speech recognition will finditsway into awider baseof applications. These
developments are currently under way at Texas Instruments:

® Adaptation of a microphone array for acoustic beam forming
Active creation or modeling of background noise for noise templates

[ ]
®  Speaker-adaptive speech recognition
® A mix of speaker-dependent and speaker-independent recognition

Each of thelisted techniquesmay or may not increase the perceived performance. However, they all show
promise. The hardest problem to overcomeis background noise management, or the art of listening in the
presence of noise. Noise management algorithms require an extensive amount of processing power to
implement. As an example, adaptive noise cancellation deals with the problem of removing correlated
noise (that is, noisethat has some redundancy associated with it). This process requires large amounts of
data memory, and, as noted, it is computationally intensive. Another technique that shows promiseis the
useof amicrophone array. Thearray can focusor listen in aspecific direction while subtracting the noise
in al other directions. Another noise-related enhancement is the real-time creation of a template that
matchesthecurrent background noise. Thistechniquetriestocancel noise by ignoringit; hence, if thenoise
isknown, anull set isreturned when the noise is detected.

In addition to enhancing noise performance, it is also desirable to increase the flexibility of the
machine-based recognizer. One technique currently under development at Texas Instruments is the
inclusion of a speaker-adaptive algorithm. In this algorithm, the SISR routine comes with a set of
general-purpose RAM-based templates that areinitialized during runtime from some nonvolatile storage
media. Asauser interfaceswith the machine, the machine modifiesor optimizes the templatesfor that user.
This techniqueis useful when there isonly one user per session, such as with a PC-based SISR system.

Inthe area of speaker-dependent and speaker-independent recognition, a provision will be made so that a
user can supplement the existing speech library with user-recorded templates, such asatrade or personal
name: for example, CALL JM.

Example Platform

Thecurrent fixed-point HMM recognizer, running the voicedialer vocabulary shown in Figurel, requires
alittle over 6K words of program and around 40K words of data memory. Table 2 breaks out memory
loading on a module-by-module basis and reflects performance on a *C5x platform running a 20 MIPS.

Table 2. HMM Processor Loading on a TMS320C5x

Program
Data Memory Memory CPU Loading
Module (Words) (Words) at 20 MIPS
Feature Extractor K 1.8K 7%
Compute Word 16K + 0.75K/word (est.) 0.6K 21%
Compute Sentence 5K 1.2K 12%
HMM Executive 0.1K 1.8K 7%
Initializationand I/O 0.1K 0.5K 2%

Totals 26.2K + Compute Word Templates 5.9K 49%




Giventhetotal system memory requirements, this algorithm could be packaged in asingle’C53 with one
external A/D converter and two external 70-ns 32K-byte X 8-bit SRAMs. Note that the entire program
memory (5.9K words) can residein ROM. However, all data memory except the compute word templates
(0.75K bytes x 16 bits per word) must be of the read-write type.

Figure 2. A Minimal TMS320C53 HMM System
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The system shown in Figure 2 provides 16K words of program ROM and up to 36K wordsof data RAM
(itisassumed that thereis a host interface for template upload; if not, an additional 1M wordsof ROM is
needed). Further integration is possible with Texas | nstruments customized DSP (cDSP) devices. A cDSP
implementation will reduce this design to two chips: a monolithic DSP, including an A/D converter with
system interface logic, and an external 70-ns 32K-byte X 16-bit SRAM (1/2M word SRAM).

How the Texas Instruments HMM Implementation Works

The Texas Instruments HMM speech recognizer consists of three computational processes running
together: afeature extractor, a word hypothesizer, and a sentence hypothesizer. The feature extractor, as
its name implies, reduces the continuous speech to a series of 20-ms frames or states whose features are
reduced to afinite feature set called ageneralized set feature, or GSF. The HMM processes computeword
and compute sentenceguide the recognition — first at the sentencelevel, then at theword level. Thesethree
processesinteract sothat thefeature extractor feeds the word hypothesizer, which isno longer autonomous,
but guided by a sentence hypothesizer. Hence, recognition is now accomplished on a state-by-state basis.

TheHMM processes, at any level, can beexpressed interms of mathematical probabilitiesasthelikelihood
that one state follows another. If the vocabulary is known and the sentence structure is known and finite,
thenitisasimple processto predict the next state, given the present and past states. Thisisdone by scoring
frames of extracted features along paths that terminate at unique solution end points. Hence, paths scored



a the state level point to word level, which points to sentence-level solution sets. All along the way,
probabilitiesare calculated and assigned in guiding the process.

Figure3 showsgraphically how the HMM word hypothesizer works. Within the voi cedialer system, after
theword CALL isrecognized, the sentence hypothesizer has only two pathsfrom which to select: HOME
or OFFICE. Thelower portion of Figure 3 showsthe path selection resulting in OFFICE.

Figure 3. Example of an HMM Flow
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Figure 4 on page 222 showshow thisapplicationof thehidden Markov model continuousword recognizer
isimplementedon the’C2x or *C5x. The speech dataflows throughthe model from I eft toright, whilethe
recognitionis driven from right to left.

The processis started and sustained asfollows. Time samples, which are taken every 125 us, are queued
in the pre-emphasi sdigiti zed speech sample buffer (PDSBUF). These samples are then operated upon by
the feature extractor on aframe-by-framebasis (a frame is equal to 160 samples). The feature extractor
interfacesto five data structures:

The LPC filter coefficient table, or rhosmp table, as noted in Figure 4
The pre-emphasi sdata structure buffer

Theword models

The word model table

The generalized set features buffer (GSFBUF)



These data structures and their contents are discussed on the following pages. In general, the feature
extractor performs two functions:

1. Itreducesaframeof speech datato afinite data set that describes the speech type. Thisreduced
dataiscalled a state, which is the smallest unit of time in the algorithm (20 ms).

2. Next, it expresses the state so it can be approximated by a Gaussian distribution.

Figure 4. Block Diagram of the HHM Recognizer
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Onceaframe of speech is processed by the feature extractor, the resultsare queued in the GSFBUF. At this
point, the 160-element frame has been reduced to a 14-element state vector in the GSFBUF. These 14
memory elements contain the following information:

Frame energy
Inner product
10 principal feature vectors (PFVs), PFV1 through PFV10
Utterance flag (voiced or unvoiced speech)
Ongoing-word flag (still in same utterance)

Once a new frame is added to the GSFBUF, the HMM process takes over (compute word and compute
sentence). The function of the HMM is to present a hypothesis on an optimal path for the frame. Hence,
the contents of the GSFBUF are continuously being interrogated by the word hypothesizer to determine
the best path score to a unique end point (word), given the current state and previous states observed. In
addition to the RAM-based buffers, there are three ROM data structuresthat thefeature extractor accesses.
Therhosmp table containsall the coefficients used in the variousdata reduction routines within thefeature
extractor, the 14 5-tap filters, and the LPC-10 coefficients.



Figure 5. The Feature Extractor
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Next, theword model (WRDMDL) datastructure containsall theword model templatesin the vocabulary.
Thisbuffer istypically thelargest memory array within the recognizer. Theword hypothesizer indexesinto
this data structure via the word model table (WDLTBL). This table contains the starting address, length,
and word I D for each word model. As noted above, extracted features or states are queued in the GSFBUF.
They are correlated against the valid word models, as determined by the word and sentence hypothesizer
for that state.



Once aword is processed, all associated state vectors are removed from the GSFBUF and transferred to
asdlot of abuffer in memory called the word scoring data buffer (WSDBUF). Each dot in the WSDBUF
stores the following:

e |eved index — sentence-level, word-level, or states
® Model index — current index pointer into the word model data structure

e Stateindex — what index within the model

e Path-scr — best-path score for the current frame

e Path—ptr — scoring data structure (SDS) index of the previous framein best path
e Time — input frame time index

e Last-time — timeindex of last path through this point

o Next—state— SDSindex of next state for this model

e Next—-word — SDSindex of next word

Thedatais now reduced from 160 words (PDSBUF) to 14 words (GSFBUF) and to a9-word WDS buffer.
However, asmultiplestate vectorswererequired for each wordin the GSFBUF, multiple WD SBUF frames
are needed for best path determination, resulting sometimes in an increase in total memory requirement
to sustain the HMM process. Thefinal phasein the HMM processisthe reduction and subsequent linking
of the WSDBUF vectors (based on their path score) so that an optimal path vector set remains. This vector
set points toauniqueword 1D determined by theread-only sentence model (SENMDL) datastructure. This
array maps vocabulary words to model IDs within the sentence IDs or compute sentence, in conjunction
with the head reference array structure (HDREFA). Thisread-only array mapsavocabulary word ID toits
first model 1D. The subsequent fieldsin the HDREFA model table are used to link multiple modelsfor a
given word ID when that word ID is used more then once in a sentence model. With the IDs known, the
word IDs are passed to the COMBUF, where the host system reads the results. Hence, the COMBUF
contains the recognized words that are to be returned to the host. The COMBUF is organized asfollows:
e |D of the recognized word model

e Theerror (32 hits) in the word model
e Frameindex of the word model's beginning
e Frameindex of the word model's ending

® Frameindex at which the word model was created

Fixed Point Versus Floating Polnt

Thus far, the discussion has focused on implementing the HMM algorithm on a fixed-point DSP. A
floating-point processor such asthe TMS320C3x, withits vast 16M-word address range, DMA controller,
and inherent floating-point attributes, makes coefficient representation a nonissue. The elimination of
numerical concerns can significantly reduce devel opment time, but thisis not necessary for implementing
the HMM algorithm. As shown, a fixed-point processor performs the algorithm equally well and can
significantly reduce system cost. However, executing a fixed-point system requires a thorough
understanding of the complex numerical issues. Typical fractional variables, such asthe features used to
represent the acoustic data (GSFBUF), are represented on afixed-point DSP by using aQp/m format. With
thisformat, the 16-bit 2s-complement field is evaluated with asign bit, ninteger bits, and 15-n fractional
bits.



Figure 6. Example of Q 4/16 Notation

211 210 29 e e e 22 21 20 2-1 22 293 24
Sign Bit Binary Point

Figure 6 showsthedynamicrangeof aQ4/16 number is. 211 - 2-4 = 2047.9375t0 211 =-2048, wherea
Q15716 number would range from 29 - 2-15 = 0.99996948 to —20 = -1.

Table 3 showssevera examplesadf Q,,,, notation, as used in theimplementationof thefixed-pointTexas
InstrumentsHMM recognizer.

Table 3. Examples of Qum Notations (Fixed-Point Representation)

Variable Q,ym Notation
Feature vector Qq4/16
Cumulative pathscores Q1516
Log d trangition probabilities Q1s5/16
Log d observation probability Q15/16

As noted, afixed-point DSP can reduce system cost. However, in SISR systems, size of vocabulary is
al-important. SISRs need a floating-point system, not only for its ability to represent values in
floating-point format, but also for its memory reach. The *’C2x and *C5x can accessonly 64K words of
linear data memory, while the ’C3x can access 16M words, and the *C4x 4G words. The size of the
vocabulary islimited only by processing power, asopposed to accessible system memory. To implement
avery largevocabulary recognitionsystem viathe HMM technique presented here, thefollowing must be
accomplished.

e Thefeatureextractor must be improved to increaseits granularity and to make it more robust.
As more and morewords are added to the vocabulary data base, it becomesincreasingly more
difficult to distinguish similar sounding words.

e A sentence hypothesizer must be developed that can track and predict words according to
grammar rulesfor the Englishlanguage. In addition, thesentencehypothesi zer must beadaptive
inthat it must be ableto learn user-specific grammar rules (slang).

e A word hypothesizer must be developedthat is speaker adaptive (work ongoing) and allowsthe
addition of user-defined vocabulary (again, work ongoing).

e A techniquemust bedevel opedfor creating templatesfrom text-based descriptions. Optimally,
these descripters should be based on a published standard, such as the symbols used in the
respellingfor pronunciation, as found in dictionary pronounciationguides.

Example: elephant _( el -fa nt)



Figure 7 shows a very large vocabulary SISR system based on the *C4x parallel processor devel opment
system (PPDS).

Figure 7. SISR System for Very Large Vocabulary
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Thefeature extractor, compute sentence, and word hypothesizer are distributed over thefour *C40s. The
word hypothesizer uses two *C40s because it is the most computationally intensive task. The feature
extractor feeds output (frame or state data) to the two word hypothesizers via two 8-bit parallel ports. In
addition, the sentence hypothesizer feeds both word hypothesizers, which, in turn, feed their resuits back
to compute sentence. Although the above system has not been implemented. it demonstrates a logical
progression of the technology.

Conclusion

In summary, one TMS320C53 DSP can implement a robust HMM speaker-independent
speech-recognition system with just under 50% processor |oading. This. with future enhancementsto the
existing HMM SISR algorithm and hardware systems, rnakes a single-chip DSP-based recognizer in a
noisy environment areality. This paper discusses the system resource requirements, vocabulary flexibility.
and possible futureenhancements. The data presented shows how afixed-point processor isideal for small



vocabulary systemsin whichexpenseand power areaconcern. The paper al so showshow thisHMM-based
algorithm can be adapted to a floating-point processor, allowing for avery large vocabulary system.
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Automated Dialing of
Cellular Telephones
Using Speech Recognition

Frank Henry Dearden Il
Voice Control Systems, Incorporated






Introduction

Thecellular telephoneindustry hasexperienced tremendous growth sinceits beginning morethan tenyears
ago. What was once considered to be a toy for high-profile executives has now become an integral
communications tool for over 14 million subscribers in the U.S. aone. Growth rates are expected to
accelerate during the next few years.

Automated speech recognition (ASR) technology has been a bedfellow of cellular telephone technol ogy
for many years. Most of the large cellular subscriber unit manufacturers have developed their own ASR
systemstofacilitate hands-freedialing. The benefits of combining these two technologies areobvious: the
less time and focus a driver gives to placing a call, the more attentive he is to operating the vehicle.
Hands-freekits that include afar-talk microphone and speaker are now required by law in some European
countries for conversing once a call is connected. Various states are currently considering similar
requirements. Similarly, requirements for hands-free dialing capability via speech recognition are not too
far off.

This paper explains how ASR-enabled dialing capability can be implemented with DSP technology from
Texas Instruments. Speech recognition technology has never been as accurate, user-friendly, and
inexpensive asit is today, or as easy to integrate into state-of-the-art cellular subscriber systems.

The Technology

Most of the past and existing ASR unitson the market are limited to what is known as speaker-dependent
(SD) technology. This technology has exhibited some rather fundamental performance limitations. SD
systems work by comparing a whole word input with a user-supplied template. Templates are devel oped
by each user during arather cumbersome training exercise, which usually takes placein aquiet, stationary
environment. Since the systems are used in a moving car environment, the increase in background noise,
coupled with a user's inflection change (peopl e usually shout dlightly, and unconsciously, when acar isin
motion) confuse most SD systems. Accuracy rates are typically less than 90%.

Speaker-dependent ASR systems are steadily being replaced with speaker-independent (SI) systems.
Sl-capabl e systems approach the recognition problem in afundamentally different manner than SD-only
systems. Once an input command is captured and digitized, an Sl system will parseit into phonetic-like
pieces, or features. These speech features are then compared with supplied target data, not with templates
supplied by the user.

Thetraining procedurefor aspeaker-independent recognizer is both processing and dataintensive. Speech
variationsdueto sex, age, accent, and speaking habits must be considered, along with the great variety of
noise sources, internal and external to the car, that have atremendous effect on the signal-to-noise ratio.
Thisimpliesthat an application-specific speech data baseis required for the vocabulary training process.
Consequently, each S| vocabulary is essentially hand-crafted for the particular word list and the
environment of use. The diversity of the training data helps account for the robustness of the resultant
recognizer in the presence of real users and all types of automaobile noise.

Usually, speech-independent reference data is derived from a large data base of speech tokens collected
inside several cars, from hundreds of speakers, over a variety of road conditions, and with high-quality
digital recording equipment. The computer-controlled recording equipment has a display screen that
automatically prompts the donor to speak through a given vocabulary. The incoming speech sampleis
transduced by a noise-canceling microphone placed on the windshield and is recorded on a remotely
controlled digital audio tape (DAT).



Theresultisaschemethat isextremely robust. Matching piecesof sound tofeature templatesderived from
rigorously collected data reduces the amount of computational power required and is more forgiving of
inflection changethan an SD scheme. For exampl e, acold will make John sound lesslike John specifically,
but hisspeech will continue to exhibit feature characteristics consistent with the statistical samplesderived
from the database. Additionally, technologists at Voice Control Systems Incorporated (VCS) have done
empirical analysis on Sl feature recognition and have even identified some features that occur often but
are irrelevant to recognition. The complexity of the task can be reduced and the odds of a successful
recognition increased if some of these redundant features are disregarded.

The Human Interface

All recognition systems consist of two basic components: the core recognition engine and the human
interface. The adage "you're only as good as your presentation™ is very apropos when designing ASR
systems. Technologists tend to devote most of their time to enhancing a system's raw recognition power,
bandwidth, and memory allocation, etc. Thisisall well and good. Marketers however, should make sure
that the interface gets an equal amount of attention.

Besides high accuracy, the mgjor benefit of a speaker-independent capable system is its intuitive,
user-friendly presentation. Acceptance by the user is critical, especially during the first use. The system
should prompt the user with high-quality, stored human speech and should respond quickly to each input.
The result should be a semiconversational experience, such as the following (the user input is in bold
CAPITAL Sand the response isin lowercase):

"VOICE CONTROL"
" ready"
"CALL"
"caling?
" OFFICE"
"caling office, correct?
"YES'
"dialing...”

In this example, the user accesses amemory location by using one of many possible predetermined name
tags (for example, office, home, school, information, doctor, €tc.).

A user should also be able to place a random phone call by using a speaker-independent digit dialing
sequence, like this:

"DIAL"

" phone number, please™
"THREE"

[ beep, display 3]
" SEVEN"

[ beep, display 7]

etc.

"VERIFY"
"three, seven, (etc.)”
" SEND"

"diding...”



Figure 1 shows aflowchart, or decision tree, of awell-tested human interface.

Figure 1. Flow Diagram of Human Interface
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NOTE: Userinputis in bold CAPITALS, the response is in lowercase, and directions are in italics.

Note that a system can be both speaker-independent capable and speaker-dependent capable. SD
technology allows a user to assign personal hame tagsto memory locationsin additionto the Sl locations
mentioned above. Depending on the memory available, a user can program phone numbersinto memory
locationslabeled " John Smith", "' Fred's Office”, "'Pizza", etc. For the greatest recognition accuracy, it is
best to limit the number of customizablenametagsto about ten. VCS usesitsfeature-matchinga gorithm
for SD comparisonsas well asfor SI comparisons, resulting in high accuracy rates.

The Implementation

VCS has focused solely on devel oping ASR technology for the past 14 years. Most of VCS’s more than
90,000 fielded systems are multichannel telephone network-based installations, which allow random



callers to utilize voice mail or other interactive response functions without the need for touch-tone input.
The recognition algorithmsin these applications are handled by dedicated TI DSP hardware.

VCS began to migrateits ASR expertise into single-channel applications about four years ago. The goal
was to maintain high functionality while minimizing hardware cost and space requirements. These first
products used custom interface circuitry, standard X86 microprocessors, a CODEC, and memory for the
core recognition hardware. The custom chip has been redesigned to reduce cost for the recognition core
to about $30 in quantities of 10,000. Manufacturing tooling, testing, packaging, and labor expenses can
easily lead to a total cost per unit of twice this amount. Although the circuit can be made quite small,
adequatespace must be allowed inatransceiver unit, a3-watt booster, an external enclosure, or even within
ahandset cradle. Building thischipset directly into aportable cellular telephoneremainsimpractical at this
time.

ASR can aso be used with digital cellular phonesbecause VCS code can take advantage of thehardware
already resident within the handset. This hardware includes a CODEC, memory, and digital signa
processing capability. Consequently, adding A SR code may require some additional memory capacity but
does not requirethe design and manufactureof an entirecircuit board. Thetotal cost isgreately reduced —
from about $60 to about $15— which includes additional memory and software licensing.

Since VCS’s ASR code uses only a small amount of DSP bandwidth, the cellular telephone can execute
recognition operations in parallel with being enabled for incoming calls. For example, our discrete
speaker-independent and speaker-dependent capability utilizes about 25% of the bandwidth for one
channel of recognition on a TMS320C25 operating at 40 MHz. Additionaly, the ASR code does not
compete with the digitization and companding exercises undertaken during a conversation, because the
recognition task for dialing precedes the actual placement of acall.

In this scheme, the cellular telephone task master communicates with VCS ASR object code via
applications programming interface (APl) commands. Thisinvolvesareasonable level of integration, but
theend result isthelowest incremental cost option for adding ASR toacellular telephone. An API for the
Texas | nstruments TMS320C2x DSPs can be acquired directly from VCS.

Accuracy

VCS has designed a tape test exercise to systematically determine the recognition accuracies of a newly
designed voice recognition unit (VRU); the procedures for quantifying the performance of
speaker-independent and speaker-dependent commands are different. A properly designed VRU will
utilize these two technol ogies to maximize the acceptability of the system by the operator.

Tapetesting is conducted under laboratory conditions and with a direct audio path between the tape and
the VRU. The total number of SI commands a system is capable of recognizing is simply a function of
available memory. However, at any given time, only a specific subset of thetotal SI vocabulary should be
active. In general, each subvocabulary should be limited to about 12 elements, even though larger
subvocabularies are possible. Smaller subvocabularies maximize the performance of the technology and
minimize operator choice and confusion. Each speaker-independent subvocabulary (that is, each path in
the tree) should be tested.

The test dataincludes 50 speakers, of which half are male and half arefemale. The datais obtained from
adatacollectiond every recognizablewordinthevocabulary, asdescribed above. Thesedataarereserved
for testing purposes only and are not to be used to train the VRU.



Each responseisrecorded asthesourcetapeisplayed. Twice, thetapeplayseach person speakingtheentire
speaker-independent vocabul ary, dividedinto thedesignated subvocabularies. Theexpected error ratesfor
V CS speaker-independenttechnol ogy are:

Average rejectionerror rate < 3.0%

Averagesubstitutionerror rate <15%

A rgjection error occurs when the system rejects a valid word input on the basis of insufficient class
distinction. A substitution error occurs when the system substitutes another word from the active
vocabulary in responseto avalid word input. On occasion (lessthan 1% of thetime), the system may not
respond to a spoken input, because the word was not spoken loud enough. These cases should be ignored
when the rgjection and substitution error rates are computed.

Softeningtheimpact of an error isthejob of theuser-friendly interface. For example, if the VRU responds
with a polite "pardon?" following a rejection error, most people will patiently repeat the input (at least
once) and enunciateabit moreclearly. Thesystemtypically acceptsthenext attempt, and the user proceeds,
sometimes unaware that an error has occurred. For this reason, an Sl rejection error rate under 4% is
perfectly acceptable for most users.

V CSsystemshavethecapability tohandleat | east oneSD vocabulary, athoughwithenough memory, more
are possible. However, only one vocabulary should be active a any given time. During testing, this
speaker-dependent memory shouldinitially becleared. A representativegroup of ten people, fivemaleand
fivefemal e, should participate, with aminimumof three passes. Words not easily confused should be used
for thistest.

home office Steve Bob Mary Jones
Sears Jill Miller weather voice mail John Smith

Each member of the group then rotates through the above list ten times, trying to recall the correct
command. On average, the expected substitutionerror ratesfor VV CS speaker-dependent vocabul ariesare
less than 5%. SD vocabulariesare not prone to rejection errors.

It is extremely difficult to combine technologies, (that is, to have a speaker-independent vocabulary
simultaneously active with a speaker-dependent vocabul ary). Situationslike this should be avoided, if for
no other reason than to minimize the confusion of the operator.

Code Availability

The associated softwareis available for licensing from Voice Control Systems, 14140 Midway Road,
Dallas, Texas 75244. Relevant data sheets are also included in the TMS320 Software Cooperative Data
Sheet Folder, Texas Instrumentsliterature number SPRT111.



Summary

With a PC, multimedia hardware, and a relevant technical paper in the public domain, an engineer can
design areasonabl espeaker-dependent ASR system. Theaccuracy isusually inthemid-80% range, aslong
astheenvironmentisquiet. Improving thiscapability to handlespeaker-independent input, achieve a97%+
accuracy in noisy environments, and cost as little as $15 per unit is quite another challenge.

VCS has worked for more than a decade in tedious research and testing to incrementally improve its
technology to these levels. It is predicted that the features and benefits offered by ASR will greatly
influence subscriber unit purchases.
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Introduction

With the advent of subnotebook computers and persona digital assistants (PDA), there is an ever
increasing need for a universal communications engine that is compact, simple to use, and dynamically
configurableto suit various operating environments. In the desktop computer world, thereisrarely a need
for portability, whereasin theworld of PDAs, portability iseverything. Thisincludes not only thecomputer
itself but also any peripheralsthat go with it. The Personal Computer Memory Card Interface Association
(PCMCIA) standard has made a significant contribution toward meeting this requirement.

Figure 1. DSP Card Block Diagram
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All of the PCMCIA cards available today are single-function products and lack the flexibility to be
dynamically reconfigured to support multiple applications. The PCMCIA DSP card described here was
defined to be used by the host CPUs as ageneric coprocessor or asastorage device. For larger datastorage
applications, the on-board SRAM can be replaced by lower cost, low-power DRAM devices. However,
advanced digital signal processing applications such as V.Fast modems and digital cellular phones require
higher speed SRAMs to allow full-speed D SP operation. When appropriate algorithms areloaded, the host
can transfer data to the on-board memory and command the DSP to perform specific tasks, such as
handwriting recognition, image or voice data compression, or music synthesis. An external analog
front-end (AFE) card can be connected to the DSP card if the application requires external analog
input/output capability.

The architecture and design described here alow users to configure the card as a data/fax modem,
speakerphone, telephone answering machine, note taker, character recognition system, or business audio
card by merely downloading the appropriate DSP algorithm to the card. Replacing the wireline telephone



interface circuit on the AFE card with an RF circuit and antenna allows the same DSP card to support
wireless data or voice communications.

A key requirement for any portable systemislow power consumption. This DSP card usesaTMS320C51
DSP, which isideal for the PCMCIA application because of its very low power consumption, high MIPS
rate, and very low cost. Ancther important system requirement for a portable multifunction DSPcard is
theability to provide processing power on demand. A card running asimple speech compression algorithm
for anote taker may need less than 5 MIPS, whereas a voice-over-datasystem running a V.Fast or V.32bis
modem and higher quality speech compression algorithm may need 40 MIPS or more. Because of the
flexibility of the C5x DSP’s clock input scheme, this design alows the host PC to configure the DSP to
run faster or slower via s/w commands.

System Architecture

The DSP card system architecture is defined so that any algorithm developed for a particular DSP could
be run on non-PCMCIA platforms, provided that particular DSPisavailable. The host system can treat the
DSP card asa programmabl e function coprocessor. The system applications software needsonly to know
which DSPa particular algorithm isdeveloped for. This allows the DSP card system to beintegrated onto
anotebook PC or PDA motherboard by merely replacing the PCM CIA interface with the appropriate host
system interface.

The PCMCIA interface logic and additiona logic needed for the communications and control are
implemented in less than 5,000 gates in an FPGA. For highly integrated systems and motherboard
applications, thesefunctions can beeasily integrated with the DSP asasingle device through TI's TEC320
¢DSP approach. The hardware- and host-independent architecture supports a Windows™ 1 application,
using the DSP Resource Manager to run the same application and DSP agorithm on multiple platforms
and hosts.

The architecture defines any host memory provided on the card to be shared between the host PC and the
local DSP. This eliminates data bandwidth limitations and fecilitates fast block transfer of data or
downloading of DSP algorithms. Because of thisdynamic agorithm loading capability, the host can treat
theon-board DSP as a programmabl e function coprocessor. A real-time memory paging scheme makesit
possible to load different application agorithms into different pages for fast reconfiguration and task
switching.

Theon-board FPGA arbitrates any conflictsfor access of shared memory between thehost PC and the DSP,
withthehost access having higher priority. The FPGA also implements all necessary host systeminterface
and control logic. Severa dedicated communication registers are provided in the FPGA to allow the host
PC and the DSP to communicate without interrupting DSP operation. Buffered registers are provided in
the FPGA for the required programmable bit 1/O.

The PCMCIA DSPcard interfaces to the host asa PCMCIA memory card and an /O card. The PCMCIA
specification supports up to 64MB of PCMCIA common memory in addition to a separate attribute
memory space. For a 16-bit fixed-point DSP such as the TMS320C5x, this trandates into 32M (16-bit)
wordsof externa program/data space. The attribute memory can be used by the DSP as 32M (8-bit) bytes
of global data space. Both memories must obviously be paged by a DSP with only a 16-bit address.

' Windows is a trademark of Microsoft Corp.



The DSP card architectureis expandable to support the full extent of PCMCIA memory, which the DSP
can access in paged mode under software control. The paging feature allows users to load different
applicationagorithmsinto different pagesfor dynamic reconfigurationand task switching. The PCMCIA
common memory is mapped into the DSP's data/program space, and the PCMCIA attribute memory is
mapped into the DSP's global data space.

This particularimplementationlimitsthe DSP's paged external data and program spaceto 3M words and
global dataspaceto 128K bytes. The DSP card is popul ated with two sets of fast (15-ns) SRAMs— one
64K-byte X 16-bit SRAM in one set and two 128K-bytex 8-bit SRAMSs in the other. When the
64K-byte X 16-bit SRAM isenabled, itisused by the DSP as combined dataand program memory. When
the128K-bytex 8-bit SRAM isenabled, itisused asseparate64K wordsof dataand 64K wordsof program
memory. Theentire256K bytesof memory areaccessibleby the PCin bytemodeor word mode. However,
the DSPcan accessonly one of thesememoriesat atime, asenabled by the system configurationregister.
The card also has 128K bytes of flash memory, which can be programmed by the PC. The DSP can be
configuredto boot load from thisflash memory upon reset. Although the entire flash memory is mapped
into the PC's attribute memory space, only 32K bytes are mapped into the DSP global data space at any
giventime.

The host PC can accessthe card as a 16-bit I/O device by writing to the configuration registers. The /O
addressfor the card is selectable by the PC in the card configuration registers. When the DSP card is
configuredas an VV O-mapped peripheral , the host communi cation registers are dual-mappedinto the PC's
common memory and /O space.

Figure 2. DSP Card Architecture
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Figure 2 shows ablock diagram of the DSP card. The PCMCIA connector appearson the |eft side of the
board. The FPGA integrates all discrete logic in the system. The system clock to the DSPis provided by
the FPGA for the control of the DSP's operating speeds. A 48-pin analog front-end (AFE) connector
provides an external interface as well as system development and debug. The DSP serid port signasare
available at this connector along with programmable input and output pins and DSP interrupt pins to
monitor, configure, and control A/D converters, D/A converters, and other external devices. Theconnector
also provides DSP emulation control pinsto help DSP agorithm development on the card using the Tl
XDS510 emulation system.

Operation

The card's operating mode iscontrolled viathe control, status, and communication registersin the FPGA.
Some of theseregisters are accessible only by the PC, someonly by the DSP, and some by both the PC and
the DSP. These registers are mapped in the common memory space of the PC and I/O space of the DSP.

The DSPcard can operate in two modes, the standard mode and the smart mode. In the standard mode, only
thesignature register (SIGR) isaccessible tothe PC. Other registersexist only whenthecardisin thesmart
mode.

Table 1. DSP Card Registers

Memory Address Access Type

PCMCIA
Register Common
Names Memory C5x (1/0) PC DSP | Register Definitions

SIGR 000400h — R/W — Signature register — shadowed in the FPGA

Resewed 000000h —— —-

DSPCR 000002h — R/W [ PC writes to DSPCR to control and
configure the DSP card

DSPSR 000004h — R/W --- DSP status register holds DSP operation
and communication status

DSPTXD 000006h 0050h R W PC/DSP communication register — buffers
DSP’s transmit data

DSPRXD 000008h 0051h W R PC/DSP communication register — buffers

data to be received by DSP

Resewed 0Ah—0Fh — - -

PCSR - 0052h - R DSP reads status of host communication
from this PC status register

BIOR — 0053h — RW | DSP reads/writes this buffered register to
create up to 16 bits of /O

SYSCFG _— 0054h - RW DSP selects memory pages and clock
speeds by writing to SYSCFG

Resewed _— 055h-058h —

Standard Mode

In the standard mode of operation, the DSP is reset and the clocks are turned off, disabling the DSP. This
reducesthestandby power and also gives the PC uncontrolled accessto the shared memory. In thisdefault



mode, the card appears to the PC and is used by the PC as a standard memory card only. The host can
download various communications signal processing (CSP) agorithms to the card without enabling the
DSP. The host can a so program theflash memory with a DSP initialization code or even areal-time DSP
operating system before enabling the DSP. The DSP does not become active until it is specifically made
active by the host PC.

Smart Mode

In the smart mode, thecommuni cations registers become active and avail able to the host and DSP. The host
continues to have full access to the entire memory on the card. However, when the host PC accesses the
shared memory,the DSP operation istemporarily halted because thearbitration logic must puttheDSPina
hold condition to givethe PC access to the memory bus. Control and communication between the DSPand
the PC areimplemented viathe host communication registers. Although the host PC accesses theseregis-
tersas regular shared memory, they are physicaly located in the FPGA. Thisalows the PC and DSP to
access these registers without halting the DSP operation.

Switching Between Standard Mode and Smart Mode

When the PC writesthe DSP signature pattern (A320), the DSPis activated and the card is switched from
standard mode to smart mode. Once a valid signature is detected, the corresponding bit is set in the DSP
control register, DSPCR. Resetting this bit automatically deactivates the DSP and switches the card to
standard mode. An alternate method of switching modes is writing to a user-defined register in the
PCMCIA attribute memory space.

Memory Organization

The PCMCIA DSP cards provide two separate memory spaces for the common memory and attribute
memory. Both memory spaces are accessible by the DSP and the PC. The DSP accesses the common
memory in its program and data space and the attribute memory in its global data memory space.

Theability toswitchefficiently between various DSPtaskswithout having toreinitialize or reloadiscritical
for any multifunction communications system. Such a system needs a common memory area that DSP
operating systems and the host applications can aways accessto save system parameters and theoperating
system itself. Page 0 of the DSP data and program memory is defined to be always active. Thus, DSP
operating systems can use page 0 as system memory and additional pages as application-specific memory.

Bus Arbitration

Both the DSP and the PC can access the shared memory on the card. The PC aways has higher priority
for accessing the memory bus on the card. During PC accesses to the memory bus, the DSP operation is
halted. The arbitration logic in the FPGA asserts the HOL D signal to the DSP and extends the PC memory
busaccesscycle by asserting the WAIT signal . Oncethe D SPacknowledgesthehold by asserting HOLDA,
the PCWAIT isrel eased and access to shared memory iscompleted. Assoon asthe PC compl etesitsaccess,
control of the shared memory is returned to the DSP. Since communication, control, and control registers
are not resident in the shared memory, any PC access to these registers will not halt the DSP operation.

Memory Access by the PC

When the PC accessesthe shared memory, the DSPis put on hold to grant control of the busto the PC. The
PC's memory accessisextended by usingthe WAIT signal until the DSP putsitsbusin the high-impedance
state, asindicated by HOLDA signal. Thereisatime-out if HOLDA isnot granted in time. When the card
isin smart mode, the PC cannot accessthefirst 16 bytesof the shared memory (@l so note that the PC cannot
access DSPinternal memory). This could be used as protected memory for the DSP. PC accesses to this




block do not cause the DSP to be put on hold. The PC must load the DSP reset and interrupt vectors and
the application a gorithm before switching the card into smart mode. Since the PC can access the entire
memory on the card without consideration of the DSP page sizes, memory pages not used by the DSPcan
be dedicated exclusively for the PC.

Memory Access by the DSP

The’C5x versions of the DSP cards can address a maximum of 3M words of common memory. The DSP
address range is expanded by using the page selects. Pagesizefor the’CSx DSPis32K ( X 16) words.
Page 0 (both program and data memory for the *C5x) isalways enabled and cannot be desel ected viapage
select bits in the SYSCFG register. This allows DSP operating systems to use this memory without
affecting any memory dedicated for DSP applications.

Loading and Executing a Single Algorithm

Initially, the PC loads the desired algorithm to the DSP memory and initializes the DSP. Then the PC
enablesitsdlf to beinterrupted by setting the appropriate enable bitsin the DSP control register (DSPCR).
Thisinterrupt can be generated by the AFE card (voice activated switch, ring detect, etc.), depending on
the application.

Figure 3. Loading and Executing a Single Algorithm
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Once the algorithm isloaded and the system isinitialized, the host PC can reduce power consumption by
turning off the DSP clock, which automatically putsthe DSPin ahold condition, placing its busesinto the
high-impedance state and allowing the PC quicker access to the remaining unused memory on the card.

When the desired external event occurs (indicated by the interrupt), the PC turns the DSP clock on, and
the DSP starts executing the agorithm. Since the algorithm is aready loaded into DSP memory, thereis
no delay in loading the algorithm; this makes fast system response time possible.

Note that the code may also be written into global data memory, and the DSP may be bootloaded by the
PC to force the DSP to run any preselected default application.



Loading and Executing Multiple Algorithms

First, the host PC initializes the DSP card and loads the DSP operating system. Now the operating system
can load multiple DSP agorithms into the DSP's local memory by using the paging scheme. Each
32K -word page could be used for a specific application. Algorithms that require more than 32K words of
memory can use multiple pages. Since the paging schemeis needed only for DSPs with a 16-bit address
reach, the host PC or other 32-bit DSP, such as the TMS320C3x, can ignorethe paging scheme. Also note
that a real-time DSP operating system, such as SPOX 2.0, can beloaded into the DSP's on-chip RAM or
mask-programmable ROM, freeing the entire external memory for an applications program or data.

The PC and the DSPmust follow a predetermined handshake protocol. Commandsand data can be passed
easily by using the communication registers without halting DSP operation. The DSP operating system
controls enabling of DSP program/data pages and transmission on processed data to the PC.

Host Communication

The host PC and the DSP communi cate to each other viadedicated host communications registers. These
registers are dual-mapped into the common memory space and /O space of the of the host PC. They are
always mapped into the I/O space for the DSP.

The appropriate control and status registers can be programmed to allow an interrupt-based handshake
between the host and the DSP. Both the DSP and the host PC can al so poll the appropriate bitsin the status
registers, whereinterrupts are not available. This could be true in some motherboard applications, where
asingleintegrated device may share the local memory with the host CPU.

Conclusion

With a real-time DSP operating system such as SPOX 2.0, which is small enough to be executed from a
DSP's on-chip ROM, and application algorithm modulesloaded into the shared memory as needed by the
host PC, the PCMCIA DSP card could become the universal communications system for the emerging
mobileofficeenvironment. With the TEC320 ¢DSP available today, the same set of CSP software modules
could run onaPDA motherboard or PC add-on card if the required analog interface is provided. With such
a universal communications platform and standardized user applications interface, the hardware
dependencies and porting nightmares should be a thing of the past.
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Introduction

Thisreport furnishesguidelinesto DSP appli cation software devel operson how to organizeand structure
their software to facilitate its maintenance and ease its porting to any custom-defined DSP hardware
platform. The model DSP platform used here is a PCMCIA-based *C5x DSP card with an externa
connector for an analog interface. (For details on the card, see the preceding report, The PCMCIA DSP
Card: An All-in-One Communications System.)

The guidelinesin this report should be used in conjunction with the following documents:

®  TMS320 Fixed-Point DSP Assembly Language Tools User'sGuide
® TMS320C2x/C5x Optimizing C Compiler User's Guide

Hardware Platform Overview

A model DSP hardware platform that will be used as a test and demonstration bed for various DSP
applicationsconsistsof aPCMCIA typell card with an embedded 25-ns *C51 digital signal processor and
memory. Thiscard complieswith the PCMCIA 1/O card specifications. Thiscard iscapableof runningin
either standard or smart mode. In standard mode, the DSPis nonfunctional, and the card behaveslike any
other PCMCIA memory card. The host can switch the card into smart mode by writing a predetermined
signature sequenceto amemory location. In smart mode, the embedded DSPis active and executescode
from the card memory. Memory available on the first version of this card is 192K words, mapped as
multiple 64K pagesin data and program spaces.

Thereare two standard methodsfor data transfer and command handshake between the host and the DSP
the shared PCMCIA memory and a pair of dua-ported memory-mapped registers. The shared PCMCIA
memory, when properly initialized by a PCMCIA card controller, acts like extended memory to the PC
memory map. This is the preferred way of transfemng large blocks of code or data to and from the
embedded DSP. Note that this mode of access may impose additional time constraints on the real-time
executionof an application because the DSP halts while the PC is accessing the shared memory.

Both the host and the DSP can read or writeto thedual-ported memory-mappedregistersthat providethe
other host-DSPinterface. Accessto theseregistersdoes not affect the normal operation of the DSP or the
host processor. Both sides can poll specia bit flags or enable themselvesto be interrupted whenever the
other sideaccessestheseregisters. Thisregister-basedcommunicationlink isespecially suitedfor sending
commands and occasional data parameters to the other end. This feature should be fully utilized by
applicationsto passresultsback to thehost and let the host apply real-timecontrol functions(suchas mode
change, start, stop, etc.) to the applications.

For applicationsthat requirean anal oginterface to theoutsideworld, aspecial connector isprovidedat the
back end of the PCMCI A card; the connector can interfacespecial peripheralstothe DSPserial port or bit
[/O. Additionaly, digital datacan be sent over the serial link from an external processor or controller. The
connectorasosupportsaTl JTAGemulator (XDS-510) that facilitatesapplicationsoftwaredebug directly
on thecard.

Thishardware platform overview is provided for illustration purposes only. Thefollowing discussionis
equally applicableto any other *C5x-based hardware platform.

Software Organization

It is strongly recommended that the following guidelines be observed to organize DSP application
software. This will not only result in well-structured code, but it will also make the application easier to
port to any other hardware platform.



Organize each software application asacollection of modulesor files that belongsto oneof thefollowing

categories:

Source Modules (*.c, *asm): C or assembly source code files should not define any global
constants or macros.

Include Modules (*.h, *.inc): All include files for C modules must usefile extension *.h, and
all such files for assembly modules must use extension *.inc. Include files should define all
global constants, macros, or variable types. They should not allocate memory or define
functions, becausethis preventsthemfrombeingincluded by multiplesourcefiles. All functions
and variables that form part of the overall interface to a*.c or *.asm file should be declared in
a*.h or *.incfile. Thisprovides aconvenient overview of theinterface and allowsthecompiler
or assembler to check for errors.

Linker Command File(*.cmd): Thiscommand fileisused by the TI COFFlinker tolink multiple
modulesinto a single executable COFF output file.

Data Vectors (*.dat): Thesefiles should contain only data to be used for tests or algorithms.
Theremust not be any codein these datafiles. Thesefiles, if used, will probably beincluded or
copied (.include or .copy directives) in other sourcefiles or assembled as stand-alone modules.

MakeFile (*.mak, *.prj): It isstrongly recommended that you maintain aproject makefile that
checksfor any out-of-date target files and builds them automatically. Note that both Microsoft
and Borland make-file utilities use mutually compatible file syntax.

Organize source codefiles so that each file will fall under one of the categoriesshownin Figure 1.

Figure 1. Categories of Source Code Files
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Core Routines: Includeall software modulesthat implement the core a gorithm. Theseroutines
should be independent of hardware-specific implementations. The only target-specific



informationthat theseroutines should contain is the knowledgeof the target DSP processor, in
casethe modulesarein assembly language. Devel opersof independent applications may want
to group these routinesinto additional categories on the basisof their functionality.

Control Routines: These routines consist of al software modules that implement control
functions. Thesecontrol functionsmay includeaC-like mainfunctionfor programflow control,
task handling and scheduling functions, interrupt service routines that pass control to core
routines,acommandhandler that i nterpretshost commands, and routinesthat initializevariables
and tables. Some of these modules may contain some hardware-specificinformation, but their
primary task isto control the program flow. They must not handle any input/output functions
or external peripheral accesses. Note that interrupt service routines (ISRs) that handleon-chip
or external peripheralsmust not be grouped here. Theintention isto keep any modificationsto
theseroutinesat a minimum when the softwareis ported to a new platform.

Control Routines

Task Scheduling Main Control Command Software
Function Processing Initialization
(mainQ)

Input/Outpur Routines. These routines should handle all the input/output activities of the
application, including accesses to any on-chip or external peripherals and I/O ports. As an
example, DSPcodethat handleshost communi cation protocol fallsunder thiscategory. A serid
port ISR and other functionsthat access an 110-mapped external peripheral aso belong to this
category. It is recommended that each peripheral driver be arranged as one sourcefile.

Input/Output Routines
External On-Chip Peripheral Host Interface Overlay
Peripheral Drivers Drivers Drivers Memory Drivers

Hardware | nitialization Routines: Ingeneral, most nonhardware-specificinitializationroutines
belong to the control routines category. However, since core routines must not have
hardware-specific implementations, all functions that initialize external hardware such as
external peripherals, host processor, etc., must be grouped separately. Note that these routines
will differ from inputloutput routines in that they are invoked only once during system
initialization.

Test Routines: Applicationdevel opersshould provideatest procedureto verify functionality of
their applications. This is especially important when an applicationis ported (or modified) to
adifferent hardwareplatform. Thistest procedurecan bein theformof atest programthat calls



different modulesof an application separately todeterminetheir integrity, or it can bein theform
of input data vectors that can be processed by the application and output data vectors to be used
for verification of the results.

Memory Organization

Proper memory organization is essential for application portability and maintenance. The following
guidelines are mandatory:

Addresses of data variables and tables should not be hard-coded. For example, you cannot use
the.set directivetoequatealabel toan address. Thisiseffectively aform of hard-coded memory
allocation because variable addresses are determined during assembly time. The .usect, .sect,
and other similar assembler directives should be used to allocate uninitialized and initialized
variables. It is recommended that all variable definitions and allocations be done in separate
files, asin the following examples:

Var_ addr . set 0800h **Hard-Coded Addr**
Var_addr .usect "Section- nane",1 **Addr Def. by Linker**

If aperipheral is mapped to a unique address, then this mapping should be clearly identified in
the linker command file.

No assumption should bemade about the typeof COFFloader available to ahost. In many cases,
the host would not have access to a smart loader that can autoinitialize global variables during
loading (similar to the —c option in the COFF linker). In other cases, an application can be
preloaded in nonvolatile memory so that a loader is unnecessary. Therefore, an application
should initialize all datavariables during system initialization. Onesideeffect of thisrestriction
isthat noinitialized datacan exist in data memory; all initialized tables and variables must be
in program memory. They can be later copied to data memory, if necessary, by the software
initialization module. This, however, implies that the total code size of an application will
become |larger than necessary. If the program sizeis getting unreasonably large because of this
restriction, you can choose to ignore this restriction if your system loader can initialize data
memory directly. Inthiscase, al initialized datasections must beclearly identified in thelinker
command file.

Avoid any restrictions on placement of variables and tablesin memory, if possible. Occasionally,
an application may require that restrictions be imposed on where a table can be placed in
memory. This may happen because 1) a particular DSP feature (for example, bit-reversed
addressing) demandsit, or 2) it makes an algorithm implementation easier. Any suchrestriction
should beclearly defined in the COFF linker command filein the form of extended comments.

Global variables and local variables should be defined in separate sections. However, memory
can be reused, and local variables of independent functions can occupy the same physical
memory space when you use the GROUP and UNION linker directives (see the appendix for
asample linker command file).

All code and data sections should be mapped to physical addresses during link time. In other
words, the linker command file should be the only module in which absolute addresses are
defined.



If your application usesoverlays or multiple memory pages, you should usethe TI COFF linker
syntax to define these overlays (see the appendix for an example linker command file).
Additionally, you should writeadriver module to bea part of theinputloutput routines that will
handle the custom-defined memory overlay/page control implementation. This driver module
should comply with the following restrictions:

- Themodule must be located in on-chip memory. This restriction isintended to guarantee
that the DSP will not be accessing off-chip memory when bank-switching occurs.

- Due to pipelining of instructions by the DSP, the next three instructions following a
bank-switch instruction can still access the previous bank. To avoid this, you must make
sure that the three instructions immediately following a bank-switch must not access the
addressrangethat correspondstotheswitched memory bank. Notethat if thisdriver module
iscalled asasubroutine, then areturn (RET) instruction immediately after the bank-switch
will guaranteethat the switch hasoccurred beforethe D SPfetchesinstructionsfrom the new
bank:

Bank- Switch: ; bank switch routine
out *,PA0 ; switch in new nenory bank
ret ; return to new bank

Programming Guidelines

Many DSP applications use mixed-mode (C and assembly) programming techniques to
compromise between the need for efficient code and ease of programming. However, in some
cases, an application may completely be writtenin DSPassembly language. In such cases, itis
highly recommended that at least adummy C main() function be written that simply transfers
control to an assembly function. In this way, a basic C environment is automatically set up by
main(), which leads to easier integration of any C functions in the future. If main() is the only
C function in an application, then the rest of the functions need not adhere to C calling
conventions.

Many mixed-mode applications strictly follow the C convention for function calls, parameter
passing, and variableallocation. However, you may need toavoid these constraints toefficiently
implement some assembly-level functions. All such exceptions must be clearly identified and
describedin corresponding documentation. In somecases, when an assembly languagefunction
iscaled only by other assembly functions, context is not maintained across the function calls.
Thesefunctions, although legal, must beclearly identified as non-C-callable functions to avoid
any future maintenance problems.

Self-modifying code should not be written. Such code is commonly used in interrupt vector
tables (IVT), where one I SR can be patched for another during runtime. Y ou can avoid this by
using a software semaphore in ISR or by using an LAMM/BACC sequence to replace a more
conventional B address sequencein IVT. The following interrupt vector table code example
illustrates the use of an LAMM/BACC instruction to fetch the address of an ISR from a data
memory location (in data page 0):

INT1: lamm INT1_Addr
bacc

253



For relocatable sections of code, do not use the .asect directive. Instead, use the runtime and
|oad-time address options of the T1 linker. Thisemphasizes our strategy of not allowing absolute
addressesin assembly modules. Note that the .asect directive requires an absol ute address to be
specified as a parameter.

Avoid using numerical constants as instruction parameters. Code listings are more readable
when constants are replaced by meaningful labels. You can do this with the .set directive, as
shown in the following example:

replace:
add #07FFFh

with:
One- QL5 . set 07FFFh
add #ne- QL5

Source Code Documentation

All source modules, whether in assembly or C, must maintain a modification history table that
lists the date and time of each modification in chronological order, the person who made the
change, and a brief description of the change.

Line-by-line comments are highly recommended, especially for assembly language modules.
All functions in a module, whether assembly or C, must clearly describe the
implementation-specific details of the function.

All functions should be preceded by afunction header that gives the function description. input
and output parameter lists, global variablesused, alist of nested function calls, alist of functions
that can call this function, and entry/exit conditions. Note that entry and exit conditions are
especially important for assembly functions because processor context is not often maintained
acrossfunction calls.



Appendix: A Sample Linker Command File for the *C5x Card

Thefollowing linker commandfileislisted heretoillustrate how to usethe TI COFFlinker syntax todefine
overlays and multiple code/data pagesfor the 'C5x PCMCIA card version 1.0. Thiscommand file would
require minimum modifications to adapt to any *C5x application running on this PCMCIA card.

fl.obj f2.0bj f3.0bj f4.0bj f5.0bj f6.0bj
-0 f.out

-m f.map

/***********************************************************************

PCMCI A r¢5x Card Menory Map: version 1.0
At reset, page 0 is in the 'c5x programspace and page 1 is in data space.

If page 2 is enabled, it is dual -mapped i n both program and data spaces. Each
application nmust carefully divide page 2 into two or nore sections, and each
section nmust be considered as either programor data, but not both. In the
foll owi ng exanpl e, the PRAM2 section I's mapped as program and t he RAMEXT2
section I's mapped as data, but this can be nodified by an application.

The RAMSA and RAMDA nenory bl ocks (i n both pa?e 0 and page 1) are defined as
overlays. This neans that runtine addresses of multiple code and data
sections can be bound to these overlay sections. Note, however, that you nust
copy any initialized sectionto an overlay area before it can be used.

Al pages are 64K words in | ength.

Program Dat a Program/Data
IOOXOKXKX
I I 0060 |—————— I | |
I PRAM I | RAMB2 I | PRAM2 |
| 007F |—————— | | |
| | [ XOOOOOKXKKXK | | |
2000 |—————— I 0100 |l—————— | | |
| RAVBA I I RAMDA I I I
2400 |—————— | 0500 |—————— I 2000 : —————— :
| | [ XXX
| RAMEXT I 0800 |—————— | | ramTEXT2 |
I | I RANMBA I I |
FEO0 | —————— I ocoo | I | |
| RAMDA | | RAMEXT | I I
FFFF — — — — — — — — FFFF - ——————— FFFF - — — — ————
Page 0 Page 1 Page 2

***********************************************************************/

MEMORY

page 0 : /* ProgramOnly */
PRAM : origin = 00000h, length = 02000h
RAMBA : origin = 02000h, length = 00400n /* Overlay Section */
RAMVEXT: origin = 02400h, |ength = 0DAOOK
RAMDA : origin = 0FEOOh, length = 00200n /* Overlay Section */
page 1 : /* Data Only */



}

RAMB2

00060

zorigin

RAMDA : origin = 00100
RAMBA : origin = 00800
RAVEXT: origin = 00C00

page 2 :
PRAM2

/* Dual - Mapped i n
;origin = 00000

RAMEXT2:0rigin = 02000

SECTI ONS

{

PROG1:
{

PROG2:

DATALl:

UNI ON

UNI ON

| oad = PRAM

fl.obj(.text)

| oad = PRAMR

f2.0bj(.text)

| oad = RANVEXT

fl.obj(.data)

| oad = RAMEXT2

f2.0bj(.data)

: run = RAMBA
.textl : load =
{
£f3.0bj(.
}
.text2 : load =
{
f4.0bj(.
}
run = RAMDA

h, length =
h, length =
h, length =
h, length =
Programand
h, length =
h, length =

page 0

page 2

page 1

page 2

page 0

RAMEXT page 0

text)

RAMEXT page ©

text)

page 0

00020h

00400h /* Overlay Section
00400h /* CQverlay Section
0F400h

Data */

02000h /* Contains Code
OE000h /* Contains Data

/* Overlay Section:

/* £3 and f4 functions
/* will be copied and
/* run from RAMSA page0

/* Qverlay Section:
/* f5 and f6 functions

*/
*/

*/
*/

*/
*/
*/
*/

*/
*/



.text3 : load = RAMEXT page 0

{
f5.0bj(.text)
}
.text4 : | oad = PRAM
{
f6.0bj(.text)
}
}
UNON - run = RAVBA page 1
{
.bssl
{
£f3.0bj(.bss)
}
.bss2
{
f4.0bj(.bss)
}
}

UNON - run = RAMDA page 1

.bss3

£f5.0bj(.bss)

f6.0bj(.bss)

page 0

/*

will be copied and

*/

/* run from RAMDA page0 */

/*
/*
/*
/*
/*

/*
/*
/*
/*
/*

Overl ay Secti on:

| ocal vari abl es of
f3 and f4 functions
overl ay each other

i n RAMSA page 1

Qverlay Section:

| ocal vari abl es of
f5 and £6 functions
overl ay each ot her

i n RAMDA page 1
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Introduction

The voice-band audio processor (VBAP) family of devicesisaline of highly specialized single-supply
voice codecs specifically designed for use in battery-powered personal communications systems. The
VBAPuses theT| LinEPICZ1 1-ymsemiconductor process, whichresultsin very low power consumption.
Inaddition, apatented T | processisused tomaintain extremely low noisespecifications. TheVBAPdevice
servesasan interface between avoiceand aD SPand incorporatesthree maj or functions: transmit encoding
(A/D conversion), receive decoding (D/A conversion), and transmit and receive filtering. The VBAP
family supports a serial data connection in either 8-bit companded y-Law or A-law mode, and a
pin-selectable 13-bit linear conversion mode. The VBAP utilizes sophisticated switched capacitor filters
to provide filtering that is compatible with most personal communication specifications, including the
EIA/TIA/IS-54 for U.S. digital cellular telephones and the CCITT G.711 and G.712 y-law and A-law
filtering requirements. The VBAP also provides direct microphone and speaker interface.

VBAPdevices are available in 20-pin N (dual in-line plastic) and DW (surface mount) packages, as well
as soon-to-be-introduced QFP (quad flat pack <20-mm) packages.

Figure 1. VBAP Functional Block Diagram
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Principles of Operation

To minimize crosstalk, the VBAP design utilizesindependent converters, filters, and voltage references
for the transmit and receive channels. Figure 1 shows a typical VBAP functional diagram with these
features.

Transmit Channel

Microphoneinterface

A reference voltage equal to Vpp/2, called VMID, is used to develop the midlevel virtual ground for all
amplifier circuits and the microphone biascircuits. Any power supply noiseon VMID would normally be
detected on the output of the VBAP; therefore, VMID is brought to an external pin so that the voltage can
befiltered by using an external capacitor. The optimum capacitor combination isa 1-pF ceramic type in
parallel with a470-pF ceramic chip cap. A reference voltage a the MICBIAS pin can be used to supply
bias current for the microphone. Because MICBIAS is aso used internally to bias the microphone
amplifier, the common-moderejection resultsin aquiet bias voltage. For thisreason, it is recommended
that you use MICBIAS to bias only an electret microphone, as shown in Figure 2.

The microphone input signal (MICIN) is buffered and amplified with provision for setting the amplifier
gaintoaccommodate arangeof signal input levels. Thisisaccomplished by changing the valueof theseries
capacitor and feedback resistor of the (uncommitted) microphone-inverting amplifier. While the
configuration shown in Figure 2 will suit most applications, the steady-state impedance of the electret
microphone and the 2-k€2 microphone bias resistor can be converted to a Thevenin's equivalent voltage
source with a series impedance to calculate the microphone amplifier gain. A resistor can also be added
in series with the 0.33-uF capacitor at the amplifier input to decrease the amplifier gain. Note that the
0.33-uF capacitor, along with the 2-k€2 resistor, yieldsa high-passfilter with a—3-dB cutoff of 240 Hz and
-0.6 dB cutoff at 300 Hz, which is acceptable for voice-band communications.

Figure 2. VBAP Microphone Connection
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Microphone Mute

The microphone mute function disables the microphone amplifier, and theinput to the transmit filters is
placed inahigh-impedancestate. With MICM UT E enabl ed, the output of the microphoneamplifierismore
than 80dB down from thesignal on MICIN (microphone input), and thedigital circuitry will transmit zero
code on DOUT. In addition, the VMID buffer is disabled, and the MICBIAS output is zero.

Transmit Filters

Theamplified signal ispassed through antialiasing and band-passfilters. Theantiaiasingfilterisan analog
(continuoustime) first-order |ow-passfilter with acutoff of 20 kHz and isused to attenuate any modulation
components above half the sampling frequency of the next stage to avoid aliasing artifacts (Nyquist
sampling theorem). The next stage is a switched capacitor filter with a sampling rate of 256 kHz, so the
antialiasing filter provides a greater than 35-dB attenuation at half that sampling frequency, or 128 kHz.

The band-pass filters are composed of oversampled switched capacitor filters to avoid the effects of
aliasing. Thefirst band-passfilter is asixth-order low-pass filter with a cutoff of 3.5 kHz, and the second
isafirst-order high-passfilter with a cutoff of 100 Hz, sampled at 256 kHz and 8 kHz, correspondingly.
The effective 0-dB bandpass of thesefiltersis from300 Hz to 3.4 kHz. Because of the oversampling and
becausethe clocksused by both thesefilters are synchronous, antialiasing productscan beeasily controlled
and virtualy eliminated.

Encoding (A/D Conversion)

The encoded data word structure is available in two formats: companded and linear conversion. The
formats are pin selectable. When the device is in the companded mode, the analog signal is sent to the
transmit filters and then input to a compressing anal og-to-digital converter (COADC). Theanalog signal
isencodedinto 8-bit digital representation viathep-Law and A-Law encodingschemeaccordingtoCCITT
G.711; this equates to 12 bits of resolution for low-amplitude signals. When the linear conversion mode
isselected, 13 bitsof data are sent, padded with Os to provide a 16-bit word. Both companded and linear
conversion modes use 2s-complement words.

Data can be transmitted in either a fixed or variable data rate mode. See Fixed and Variable Data Rate
Modes on page 266 for more detail.

The encoder internally samples the output of the transmit filter at the middle of the frame and holds each
sample on an internal sample-and-hold capacitor. The encoder performs an analog-to-digital conversion
(on aswitched capacitor array), also starting in the second half of the frame. To minimize the delay across
the VBAP, the actua conversion process does not complete until just before the next frame. Digital data
representing the sampleisthen transmitted at the start of the next frame. The transmit datais output on the
DOUT pin. Transmit data is clocked out on consecutive positive transitions of the transmit data clock,
whichis CLK in thefixed-data-rate mode and DCLKR in the variable-date-rate mode.

The master-clock-to-frame-syncratio iscritical and cannot be violated. Refer to Timing and Clocking on
page 265 for more detail.

For both companded and linear modes, the sign bit istransmitted first, followed by the M SB, with the L SB
transmitted last.

Since the A/D conversion rate is the master clock, and the band-pass switched capacitor filter clocks are
integer submultiplesof the master clock, unwanted aliasing products are prevented.

Transmit Auto Zero

The auto zero circuit corrects for any DC offset on the input signal to the encoder by using a sign-bit
averaging technique. The sign bit from the encoder output islong-term averaged and subtracted from the



input to the encoder. Thisacts asaform of feedback to track and correct for changing DC offsets. Theauto
zero circuitry is implemented after the high-pass transmit filter so that it will not mistakenly track
low-frequency audio signals. Theresponse time of theauto zero circuitry isabout five framesfrom device
power-up, or from standby to active.

Noise-Reduction Algorithm

The VBAP transmit circuitry incorporates patented T1 circuits to reduce transmit noise to extremely low
levels. Thesecircuits reduce the transmit audio when the anal og input falls below a set level; they are used
inthecompanded modeonly. Thelevelsat which the noisereduction circuits areenabledinclude hysteresis
for further improved performance; these levels are about 55 and —60 dB. When the VBAP detects these
low audioinput conditions, it putsout azero code (11111111 in u-Law and 01010101 in A-Law, according
to CCITT G.711 specifications). This is different from the normal output under idle channel noise
conditions, whichtypically consists of arandom sequence of codesaround 0 (L SB and/or second L SB and
MSB sign bit toggling arbitrarily).

Receive Channel

Decoding (D/A Conversion)

Datacan also bereceived in either afixed or variable data rate mode. See Fixed- and Variable-Data-Rate
Modes on page 266 for more detail.

In the companding modes, the serial data word isreceived at DIN on the first eight clock cyclesin the
fixed-data-rate mode or the last eight clock cycles in the variable-data-rate mode. The decoding section
convertsthe8-bit PCM datainto ananal og signal with 12 bitsof dynamicrange, accordingto CCITT G.711
specifications. In the linear mode, the serial data word is received in thefirst 13 clock cycles. In both the
companded and linear modes, input data is clocked in on consecutive negative transitions of the receive
clock, which is CLK in the fixed-data-rate mode and DCLKR in the variable-date-rate mode.
Digital-to-analog conversion is performed, and the corresponding analog sample is held on an internal
sample-and-hold capacitor. The sampleisthen transferred to the receive filter during the next frame.

ReceiveFilters

Thereceive filter is a switched capacitor sixth-order low-pass filter with a cutoff of 20 kHz; it provides
pass-band flatnessand stop-band rejection that fulfillsboth the AT& T D3/D4 specificationsand theCCITT
recommendation for G.712. Thefilter also contains the (sinx)/x correction response of such decoders.

Receive Buffer/Volume Control

Thereceive buffer contains the volume control circuitry. When dataisreceived in the linear mode, the 13
bitsareread asdata, and theremaining 3 bitsare used as programmabl e volume control of the analog output.
Thesevolume control bits originate from aDSP or other device that isinterfaced with the VBAP, and they
serve to attenuate the speaker output of the VBAP in seven 3-dB steps. The volume control bits are not
|atched into the VBAP, so they must be present in each received dataword. If they are missing, the VBAP
circuitry will assumethat the three volume control bitsare 0 (0-dB attenuation). In the companded mode,
programmable gain isnot used. Table 1 illustratesthe volume control bitsrequired for agiven attenuation.



Table 1. Receive-Channel Volume-Control Bits

Bits 14-16in DIN Input Data | Resulting Receive Channel
Stream Attenuation

000 0dB

001 -3dB

o -6 dB

Ll -9dB
100 -12dB
101 -15dB
110 -18dB
111 -21 dB

NOTE: The first bit is the MSB.

Speaker Amplifier Overview

The VBAPincorporatesan anal og output power amplifier. This amplifier can drive transformer hybrids
or low-impedanceloads directly in either a differential or single-ended configuration. In addition, the
VBAPspeaker output stage (initsdifferential configuration) allowsfor further volumecontrol (inaddition
to the volume control bits), by connection of aresistor chain to the output terminal of the device.

The speaker amplifier output will typically assumea DC offset of approximately 40 mV. Thisisanormal
conseguenceof using switched capacitorsin theVBAPdesign. Potential biasing problemscan beavoided

by the use of an AC coupling capacitor.

Timing and Clocking

Master Clock and Frame Sync

The VBAPrequiresamaster clock and frame sync. The master clock is used for many internal functions,
most notably to clock the switched capacitor filters and the A/D-D/A conversion process in both the
transmit and receive directions. The VBAP family (TCM320ACxx) accommodates a variety of master
clock frequencies, as shown in Table 2.

Table 2. VBAP Master Clock Frequencies

Device Suffix (xx) Master Clock (MHz)

36, 37,46 2.048
39 26
41 1.152
42 1.944

44 1.536




Power-Down and Standby Operations
To minimize power consumption, a power-down mode and three standby modes are provided.

For power-down, an external low signal isapplied to PDN. In the absence of asignal, PDN isinternally
pulled uptoahigh logic level, and the device remainsactive. In the power-down mode, the average power
consumption is reduced to 1.25 mW.

Thestandby modes give you the option of putting theentire device on standby or putting only thetransmit
or receive channel son standby. Thestandby modes areentered by removing oneor both of theframe syncs.
Table 3 illustrates all VBAP modes of operation.

Table 3. Power-Down and Standby Procedures

Typical Power
Device Status Procedure Consumption | Digital Output Status
Power on PDN = high 40 mW Active
FSX = pulses
FSR = pulses
Power down PDN = low 1.256 mW TSX and DOUT in a high-impedance
FSX/FSR = X/X state
Entire device on FSX = low 5mW TSX and DOUT in a high-impedance
standby FSR = low state
PDN = high
Receive only FSX = low 20 mW TSX and DOUT in a high-impedance
(transmit standby) FSR = pulses state within 5 frames
PDN = high
Transmit only FSR = low 20 mW Active
(receive standby) FSX = pulses
PDN = high

Fixed-and Variable-Data-RateModes

The VBAPIis designed to operate in both the fixed and variable-data-rate modes. The mode of operation
ispin selectable. In thefixed mode, the dataistransmitted (or burst) and received at the rate of the master
clock frequency and is sampled every frame. In the variable-data-rate mode, the data is transmitted or
received at arate slower than the master clock frequency and uses the dataclock input DCLKR.

For example, suppose you are using the TCM320AC36 VBAP in the 8-bit companded mode and
variable-data-rate configuration. This VBAP has a master clock frequency of 2.048 MHz and must use a
frame sync of 8 kHz to maintain a 256 master-clock-to-frame-sync ratio. The data is sampled every 125
us, but the speed at which the dataiis transmitted (or burst) and received, each 125 ps, can vary from 2.048
MHzto64 kHz. Notice that the slowest speed of thedataclock is64 kHz; any slower speed would not allow
afull 8-bit sample to be performed before the next frame begins. At 64 kHz, the complete frameis used
totransmit or receive the data (8 bits x 8000 =64 kbps). Likewise, the minimum variable-data-rate speed
for the 16-bit linear mode would be 128 kHz (16 kHz X 8000).



Application Information

VBAP interfaced to a DSP

The most common application for the VBAP is as an interface to a DSP. The VBAP performs the
analog-to-digital and digital-to-analog conversions, along with filtering, while the DSP performs more
complex functions with the encoded speech. For example, in a cellular tel ephone application, the DSP
would typically performequalizationand speech coding through the useof agorithms(code) executed by
the DSP. Thecircuit in Figure 3illustratesatypical VBAP-to-DSPinterface.
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Device Power-Up Sequence

The VBAP should be powered up and initialized as follows:
1. Apply GND

Apply Vpp

Apply low to PDN bar

Connect master clock

Connect data clock (if used)

Remove low to PDN bar

Apply FSX and/or FSR synchronization pulses

o0 AW

~

Grounding and Decoupling
Use aground plane on the PCB, covering as much unused area as possible.

BypasstheVBAPwith ahigh-quality 0.1-uF ceramic capacitor (such asaCK05) directlyacrossthe VBAP
power supply pins. Ceramic capacitors have alow ESR (equivalent series resistance) or high Q; they are
abletoreact tofast changesin voltage and are used to suppress high-frequency transients. High-frequency
voltage transients result from instantaneous high current consumption during digital device switching.
Sinceall power supplies have aninternal impedance that prevents infinite current sourcing, power supply
voltage ripple, or noise, will result. Capacitive loading on the power supply rail regulates the voltage of
the supply.

Any power supply noise on VMID would normally be detected on the output of the VBAP; therefore,
VMID isbrought to an external pin so that the voltage can befiltered by using an external capacitor. The
optimum capacitor combination is a 1-uF ceramic in parallel with a470-pF ceramic chip cap.

Power Supply

A voltage regulator should always be used, even with battery power. Batteries in particular have a high
internal impedance that allows the DC voltage to vary under instantaneous current consumption during
digital switching. The resultant change in voltage manifests itself as noise on the power supply rail.

Use a 10-pF capacitor across the power supply rails on the PCB. This serves the same purpose as the
ceramic capacitor, except that it responds well to lower frequency transients.

All power supply traces should be as close as possible to the ground plane. Proximity to the ground plane
adds parallel capacitance.

Variable Data Rate at Master Clock Frequency

In some applications, it isdesirableto run theVBAP in the variable-data-rate mode at a data rate equal to
themaster clock speed. Thisgivesyoutheadvantage of using the variable-data-rate mode (aswith repeated
datawhileframe syncishigh) while still running the maximum datarate asin thefixed-data-rate mode (in
fixed-data-rate mode, the data clock isinternally run at the master clock speed).

If thedeviceisoperated in the variable-data-rate mode with thedataclock run at the master clock frequency,
theDCLKX and MCLK pinscannot bedirectly connected externally. If you choose to use the master clock
as the DCLKX, you must buffer the output of the master clock before connecting it to DCLKX. Thisis
necessary because the VBAP always powers up in thefixed-data-rate mode, and for thefirst several clock
cycles, the DCLKX pin is actually an output (TSK) as defined in the data sheet. The TSX output is a
transmit time strobe that will pull the MCLK pin low; this will corrupt the MCLK input, if MCLK and
DCLKX aredirectly connected externally tothedevice. Only after thefirst several master clock cycles does
the device assume afixed-data-rate mode and the DCLKX pin become an input. Therefore, the suggested
method isto join MCLK and DCLKX before a buffering stagefor the DCLKX line.



Typical PCM Output Expected From a Transmit VBAP

In anidea situation, the 8- (and 13-bit) A/D converter in the VBAP is designed with a noise floor that
equates to the transition of half the LSB. In the linear mode, a half bit represents approximately -75 dB,
as shown below:

20‘5 1
20 X Iog[ﬁ] = -75dB @
This correspondsto the VBAP data sheet, which specifies the transmit noisein linear mode to be-74 dB.
Therefore, using a VBAP in the receive mode, configured for a maximum output signal of 4 volts
peak-to-peak (Vp_p which isequal to 1.414 V¢ ), the VBAP would encode this half bit of noise and
experience about 250 Vg Of NOiSe on the speaker output terminals, asin this equation:
A

-75dB = 20 x IOg W
. rms

@

where X = output that is 75 dB down from 1.414 V¢ (that is, X = 250 pVpys)-
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TMS320 Bibliography

SinceTMS32010 wasdisclosedin 1982, the TMS320 family hasreceived ever-increasing recognition. The
number of outside parties contributing to the extensive devel opment support offered by Texas|nstruments
hasgrown significantly. Many technical articlesare being written about TMS320 applications in thefield
of digital signal processing.

To keep TMS320 designers aware of new applications and developments related to the TMS320 DSPs,
Texas Instruments has published extensive bibliographies of TMS320-related conference papers and
technical articlesin the Digital Signal Processing Applicationswiththe TMS320 Family, Volumesl1, 2, and
3 and in Digital Control Applications with the 7445320 Family. The following TMS320 bibliography
servesasan extension of the previously published bibliographies. It listsonly those papers and articlesthat
aregenerally related to telecommunication applications. For additional papers on thissubject, pleaserefer
to the appropriate sections of the above-mentioned bibliographies. Readers who are interested in gaining
further information about these applications may obtain copiesof these articles/papers from their local or
university library.

The articles are organized into the following six categories:

1. Mobile Radio Systems 4. Speech Recognition
2. Modulation and Demodulation 5. Speech Commpression

3. Equalization, Channel Estimation, and Adaptive Filtering 6. System Design Considerations

Mobile Radio Systems

1. An, LF, Turkmani, A.M.D., and Parsons, J.D., "Implementation of a DSP-Based Frequency
Non-Selective Fading Simulator', Fifth International Conference on Radio Receivers and
Associated Systems, Conference Publication No. 325, 1990, pp. 20-24.

2. Cullen, P J.,Fannin, P.C., and Molina, A., "Wide-band M easurement and Analysis Techniques
for the Mobile Radio Channel", |EEE Transactions on Vehicular Technology, Volume42, No.
4, November 1993, pp. 589-603.

3. Leung,P. SK., and Zhu, M.," A Simple DSP Rayleigh Fading Simulator for Mobile Radio",
IREECON '91, Australia’s Electronics Convention Proceedings, Volumel, 1992, pp.
49-52.

4. Lim, M.S,, and Park, H.K., " The Implementation of the Mobile Channel Simulator in the
Baseband and Its Application to the Quadrature Type GMSK Modem Design, 40th IEEE
Vehicular Technology Conference: Onthe Moveinthe 90’s, |IEEE Cat. No. 90CH2846-4, 1990,
pp- 496-500.

5. Peterson, B., Gross, K., Chamberlin, E., Montague, T., and Jones, W., "Integrated CIS
VLF/Omega Receiver Design”, |IEEE Aerospace and Electronics Systems Magazine,
Volume 8, No. 1, January 1993, pp. 9-20.

6. WuBo, Y.Y, and Wang, Jing, ""A Direct Conversion Transceiver for GMSK in Digital Mobile
Communications”, Proceedings of 1992 International Conference on Communication
Technology, Volume 2, 1992, pp. 28.05/1-4.



Modulation and Demodulation

Boudreau, D., "2400 BPS TMS 2010 Modem Implementation for Mobile Satellite
Applications™, Proceedings of the Thirteenth Biennial Symposium on Communications, 1986,
pp. B3/1-4.

Gott, G.F., Darbyshire, EP., Brydon, A.N., Oodit, B.P., and Rubenstein, R.H., "Robust Slow
and Medium Rate Data Transmission", Fi fth International Conference on HF Radio Systems
and Techniques, Conference Publication No. 339, 1991, pp. 212-216.

Perl, JM., Bar, A., and Cohen, J., "TMS-320 Implementation of a 2400 bps V.26 Modem",
Sgnal Processing /II: Theories and Applications. Proceedings of EUSIPCO—86: Third
European Sgnal Processing Conference, Volume 2, 1986, pp. 1121-1124.

Tavares, G., Henriques, J., Piedade, M.S., Goncalves, V., Costa, T., and Gerald, J., ""High Speed
DataModem Implementation Using the TMS320C25”, 1990 IEEE International Symposiumon
Circuitsand Systems, |IEEE Cat. No. 90CH2868-8, VVolume4, 1990, pp. 2889-2892.

Yim, W.H., Kwan, C.C.D., Coakley, FP, and Evans, B.G., "On-Board Multicarrier
Demodulator for Mobile Applications Using DSP Implementation”, Space Communications,
Volume 7, No. 4-6, November 1990, pp. 543-548.

Equalization, Channel Estimation, and Adaptive Filtering

Ahmed, I., and Lovrich, A., "Adaptive Line Enhancer Using the TMS320C25”, Northcon/86,
Conference Record, 1986, pp. 141311-10.

Bateman, S.C., and Hale, R.G., ""Real Time Implementation of Adaptive Filter Algorithmsfor
High-Speed Data Transmission™, 1989.

Clarkson, P. M., and Dokic, M.V., " Red-Time Adaptive Filters for Time-Delay Estimation™,
Proceedings of the 32nd Midwest Symposium on Circuits and Systems, |EEE Cat. No.
89CH2785-4, Volume 2, 1990, pp. 891-89%4.

Er, M.H., Ooi, T.H., Li, L.S., and Liew, C.J., "A DSP-based Acoustic Feedback Canceler for
Public Address Systems", Microprocessorsand Microsystems, Volumel8, No. 1, January 1994,
pp. 39-47.

Eriksson. L.J., and Allie, M.C., “System Considerations for Adaptive Modelling Applied to
Active Noise Control", 1988 IEEE International Symposium on Circuits and Systems:
Proceedings, IEEE Cat. No. 88CH?2458-8, Volume 3, 1988, pp. 2387-2390.

Kang, G.S., and Fransen, L.J.," Experimentation with An Adaptive Noise-Cancelation Filter",
|EEE Transactions on Circuits and Systems, Volume CAS-34, No. 7, July 1987, pp. 753-758.



Equalization, Channel Estimation, and Adaptive Filtering (Continued)

7.

10.

11

12.

13.

Kloos, M.N., and Jenkins, W.K., " The Investigation of New Adaptive Filtering Algorithms for
Telecommunications Echo Cancelation Implemented in TMS32010 Fixed-Point Assembly
Code", Proceedings of the 33rd Midwest Symposiumon Circuits and Systems, |EEE Cat. No.
90CH2819-1, Volume 2, 1991, pp. 1034-1037.

Lal Sharma, P, “Implementation of Adaptive Recursive Echo Canceler Using the TMS320C25
Digital Signal Processor"', Proceedings of the 34th Midwest Symposiumon Circuitsand Systems,
|EEE Cat. No. 91CH3143-5, Volume 1, 1992, pp. 494-496.

Mirchandani, G.,Gaus, R.C., Jr.,and Bechtel, L .K., “Performance Characteristics of aHardware
Implementation of the Cross-Tak Resistant Adaptive Noise Canceler™, ICASSP 86
Proceedings, International Conference on Acoustics, Speech and Signal Processing, | EEE Cat.
No. 86CH2243-4, Volume 1, 1986, pp. 93-96.

Muller, G.S,, and Pauw, C.K., "Acoustic Noise Cancellation”, ICASSP 86 Proceedings,
International Conference on Acoustics, Speech and Signal Processing |IEEE Cat. No.
86CH2243-4, Volume 2, 1986, pp. 913-916.

Yeh, H.," Adaptive Noise Cancellation for Speech With aTMS32020”, Proceedings: ICASSP
87,1987 International Conference on Acoustics, Speech, and Signal Processing, |EEE Cat. No.
87CH2396-0, Volume 2, 1987, pp. 1171-1174.

Young, M.C.S., Grant, P. M., and Cowan, C.F.N.,"Block LM S Adaptive Equaliser Design for
Digital Radio™, Signal Processing IV: Theoriesand Applications. Proceedingsof EUSIPCO-88,
Fourth European Signal Processing Conference, Volume 3, 1988, pp. 1349-1352.

Zhuang, J.D., Zhu, X.L., and Lu, D.J., "Design and Implementation of a Programmable Blind
Equalizer for High-Speed Multilevel Data Transmission, IEEE TENCON '90: 1990 |EEE
Region 10 Conference on Computer and Communication Systems, Cat. No. 90CH2866-2,
Volume 2, 1990, pp. 701-704.

Speech Recognition

Aktas, A., and Zunkler, K., ** Speaker-Independent Continuous HMM-Based Recognition of
Isolated Words On A Real-Time Multi-DSP System™, EUROSPEECH 91. 2nd European
Conference on Speech Communication and Technology Proceedings, Volume 3, 1991,
pp. 1345-1348.

Attili, JB., Savic, M., and Campbell, JP. J., "A TMS32020-based Red Time,
Text-Independent, Automatic Speaker Verification System', ICASSP 88: 71988 International
Conference on Acoustics, Speech, and Signal Processing, |IEEE Cat. No. 88CH2561-9,
Volume 1, 1988, pp. 599-~602.



Speech Recognition (Continued)

Ciaramella, A., and Venuti, G., "Dynamic Programming With Hidden Markov Models on a
TMS32020 Digital Signa Processor', Sgnal Processing /V: Theories and Applications.
Proceedings of EUSIPCO-88: Fourth European Signal Processing Conference, Volume 2,
1988, pp. 751-754.

Sedivy. J,, Filcev, J., Uhlir, J., Vanek, T., Hanzl, V., Oliva, Z., and Kotek, P., " The One-Chip
Speech Recognition System", EUROSPEECH 91: 2nd European Conference on Speech
Communication and Technology Proceedings, Volume 3, 1991, pp. 1357-1361.

Speech Compression

"A Rea-Time French Text-to-Speech System Generating High-Quality Synthetic Speech,
ICASSP 90, 1990 I nter national Conferenceon Acoustics, Speechand Sgnal Processing,|EEE
Cat. No. 90CH2847-2, Volume 1, 1990, pp. 309-312.

Ancin, F.J., Burrows, B.L., and Carrasco, R.A., " Pitch Detection of Speech Signals Using the
Wavelet Transform™ Fifth Bangor Symposium on Communications, 1993, pp. 239-242.

Andreotti, F.G., Maiorano, V., and Vetrano, L .,"A 6.3kb/s CEL P Codec Suitablefor Half-Rate
System", ICASSP 91, 1991 International Conference on Acoustics, Speech and Sgnal
Processing, IEEE Cat. No. 91CH2977-7, Volume 1, 1991, pp. 621-624.

Zhigang, C., We, Z., and Wanjun, Z., "An Improved Formant Synthesis System Using
TMS320C25”, 1991 |IEEE International Symposiumon Circuitsand Systems, |[EEE Cat. No.
91CH3006-4, Volume1, 1991, pp. 53-56.

Casdle, S., Giarrizzo, C., and La Corte, A., "A DSP Implemented Speech/Voiceband Data
Discriminator', GLOBECOM '88: |EEE Globa Telecommunications Conference and
Exhibition — Communications for the Information Age, Conference Record, IEEE Cat. No.
88CH2535-3, Volume 3, 1988, pp. 1419-1427.

Clarkson, P.M., and Bahgat, S.F.," Envelope Expansion Methods for Speech Enhancement™,
Journal of the Acoustical Society of America, Volume 89, No. 3, March 1991, pp. 1378-1382.

Cross, T.E., and Loasby, J.M., "Modelling the Voca Tract Using Multiple Digital Signal
Processors”, Sixth Intemational Conference on Digital Processng .of Sgnals in
Communications. Conf. Publ. No. 340, 1991, pp. 219-225.

Dankberg, M., lltis, R., Saxton, D., and Wilson, P.," Implementation of theRELP V ocoder Using
the TMS320”, ICASSP 84. Proceedings of the |EEE International Conference on Acoustics,
Speechand Signal Processing, Volume 2, 1984, pp. 27.8/1-4.



10.

11

12.

13.

14.

15.

16.

17.

18.

19.

Speech Compression (Continued)

Dixon, J.L., Varma, V K., Sollenberger, N.R., and Lin, D.W.," Single DSP Implementation of
a 16-kbps Sub-Band Speech Coder for Portable Communications”, ICASSP-89. 1989
International Conference on Acoustics, Speech and Sgnal Processing, IEEE Cat. No.
89CH2673-2, Volume 1, 1989, pp. 184-187.

Frantz, G.A., and Lin, K.S,, "A Low-Cost Speech System Using the TMS320C17”, IES
Journal, Volume 29, No. 3, October 1989, pp. 41-44.

Greenwood, M., and Dent, P., "A Full-Duplex ADPCM Voice Coder for Use in the Ferranti
Zonephone", |IEEE Colloquium on VLS Implementations for Second Generation Digital
Cordlessand Mobile Telecommunication Systems, Digest No. 043, 1990, pp. 711-5.

Hill, P D., and Mikael, W.B., " Real-Time Implementation of a Variable Stepsize Adaptive
Algorithm", Proceedingsaf the Twenty-Seventh Midwest Symposiumon Circuitsand Systems,
Volume 1, 1984, pp. 181-184.

Holck, AW., and Anderson, WW., "A Single-Processor LPC Vocoder™, ICASSP 84.
Proceedingsof the | EEE I nter national Conferenceon Acoustics, Speechand Sgnal Processing,
Volume3, 1984, pp. 44.13/1-4.

Holck, A.W.," Low-Cost Speech Processing WithTMS32010”, Midcon 83 ConferenceRecord,
1984, pp. 16.2/1-6.

Jain, V K., Skrzypkowiak, S.S., and Heathcock, R.B., "' Full Duplex Speech and Data Coder:
Algorithm Enhancement Test Bed", GLOBECOM '88. IEEE Globa Telecommunications
Conference and Exhibition — Communications for the Information Age, Conference Record
|EEE Cat. No. 88CH2535-3, Volume 3, 1988, pp. 1409-1413.

Karjalainen, M., and Laine, U.K., "A Modd for Real-Time Sound Synthesis of Guitar on a
Floating-Point Signal Processor", ICASSP 91: 1991 International Conference on Acoustics,
Seechand Sgnal Processing, |EEE Cat. No. 91CH2977-7, Volume 5, 1991, pp. 3653—3656.

Kelly, D.P.,and Melsa, J.L., " Syllabic Companding and 32 kb/s ADPCM Performance”, |IEEE
I nter national Conference on Communications 1985, |EEE Cat. No. 85CH2175-8, Volume 1,
1985, pp. 414-417.

Kitson, F.L., and Zeger, K.A.," A Real-Time ADPCM Encoder Using Variable Order Prediction
Speech”, ICASSP 86 Proceedings:. International Conference on Acoustics, Speech and Signal
Processing, IEEE Cat. No. 86CH2243-4, Volume 2, 1986, pp. 825-828.

Lazzari, V., Quacchia, M., Sereno, D., and Turco, E., "Implementation of a 16-kbit/s Split
Band-Adaptive Predictive Codec for Digital Mobile Radio Systems", CSELT Technical
Reports, Volume 16, No. 5, August 1988, pp. 443-447.

277



20.

21.

22,

23.

24,

25.

26.

27.

28.

29.

30.

Speech Compression (Continued)

Lazzari, V., Quacchia, M., Sereno, D., and Turco, E., " SB-APC Codecfor Digital Mobile Radio
Applications™, Sgnal Processing IV: Theoriesand Applications. Proceedingsof EUS PCO-88.
Fourth European Sgnal Processing Conference, Volume 2, 1988, pp. 615-617.

Leung, S.H., Chung, C.Y., and Luk, A.,"A Low Noise Fixed-Point Implementationof GSM
Speech Codec On TMS320C25”, Proceedings of the Fourth Australian International
Conference on Speech Science and Technology, 1992, pp. 381-386.

Liu, Z.Y., and Zhang, L.P,, "Implementation of Modified Regular-Pulse Excited Linear
Predictive Codec on TMS320C25”, 41st IEEE Vehicular Technology Conference. Gateway to
the Future Technology in Motion, IEEE Cat. No. 91CH2944-7, 1991, pp. 280-284.

Liu, Z.Y., and Zhu, WM, " Redtime Implementation Algorithmof CELPat 4.8 kb/s”, ICC 91
International Conference on Communications, Conference Record, |EEE Catalog
No. 91CH2984-3, Volume 3, 1991, pp. 1731-1735.

Macres,J.V.," Real-Timelmplementationsand Applicationsof the US Federal Standard CEL P
Voice Coding Algorithm', Proceedings of the Tactical Communications Conference. Tactical
Communications. Technology in Transition, Volume 1 (Unclassified Papers), |IEEE Cat. No.
92THO0467-1, 1992, pp. 41-45.

Marks, J.A.," Red Time Speech Classification and Pitch Detection™, COMSIG 88. Southern
African Conference on Communicationsand Signal Processing, Proceedings, IEEE Cat. No.
88TH0219-6, 1988, pp. 1-6.

Minin, A.V., and Deryugin, S.N., "The Adaptive Differential PCM Codec of the DKD-400
Digita Satellite Communications Equipment”, Elektrosvyaz, October 1992, pp. 24-26.

Mumolo, E., Riccio, A., and Abbattista, G., "An Efficient Algorithm for Real-Time
Voiced/Unvoiced Decision”, EUROSPEECH '91 — 2nd European Conference on Speech
Communication and Technology Proceedings, Volume 3, 1991, pp. 1305-1308.

Nieminen, T., and Simola, A., "A Gateway BetweenaEUROCOM D/1-Network and a Private
PTT-Type CCITT SS7-Network”, MILCOM '92 — Communications: Fusing Command,
Control and Intelligence, Conference Record, IEEE Cat. No. 92CH3131-0, Volume 1, 1992.

Hongwen, P., and Fengji, S., ""Research and Implementation of Linear Predictive Speech
Anaysis and Synthesis”, China 1991 International Conference on Circuits and Systems,
Conference Proceedings, |IEEE Cat. No. 91TH0387-1,Volume 1, 1991, pp. 22-25.

Perosino, F., and Quacchia, M., "' DSP-Based | mplementationof SB-ADPCM Audio Codecfor
ISDN Terminals”, CSELT Technical Reports, Volume 18, No. 2, 1990, pp. 83-87.



31

32.

33.

35.

36.

37.

38.

39.

41.

Speech Compression (Continued)

Rajugopal, G.R., and Paulrgj, A., "Multichannel All-Digital PCM-ADM Transcoder”, IETE
Technical Review, Volume 9, No. 3, May 1992, pp. 221-217.

Ravirgj, C.R., and Jones, E.V., " AdaptiveCoding for Conversational Speech Communication™,
Second |EEE National Conferenceon Telecommunications,(Conference Publication No. 300),
1989, pp. 344-348.

Reilly, M.T.,"A Hybridized Linear Prediction Code Speech Synthesizer",MILCOM 86: 1986
IEEE Military Communications Conference. Communications-Computers. Teamed for the
’90’s. ConferenceRecord, |EEE Cat. No. 86CH2323-4, Volume 2, 1986, pp. 32511-5.

Rosg, C., and Donaldson, RW., "' Real-Time Implementation and Evaluation of An Adaptive
Silence Deletion Algorithm for Speech Compression™, |IEEE Pacific Rim Conference on
Communications, Computersand Sgnal Processing, |EEE Cat. No. 91CH2954-6, Volume 2,
1991, pp. 461-468.

Rothweiler, J, "Noise-Robust 1200-bps Voice Coding"”, Proceedings of the Tactical
CommunicationsConference. Tactical Communications: Technology in Transition, Volume 1
(Unclassified Papers), |IEEE Cat. No. 92TH0467-1, 1992, pp. 65-69.

So, J.L., "Implementation of an NIC Nearly Instantaneous Companding 32 kbps Transcoder
Using the TMS320C25 Digita Signal Processor', GLOBECOM '88, IEEE Global
TelecommunicationsConference and Exhibition — Communicationsfor the Information Age,
Conference Record, |EEE Cat. No. 88CH2535-3, Volume 3, 1988, pp. 1414-1418.

Stone, R.E., " Speech Processing Using the TMS32010 — A Case Study", Digital Sgnal
Processing: Principles, Devicesand Applications, 1990, pp. 354-370.

Tsakalos, N., and Zigouris, E., " Autocorrelation-Based Pitch Determination Algorithms for
Real-Time Vocoders with the TMS32020/C25”, Microprocessorsand Microsystems, Volume
14, No. 8, October 1990, pp. 511-516.

Wong,0.Y.,Law, K.W.,Leung,S.H.,Chan, C.F.,and Luk, A.,"A Novel Pulse-ExcitationUsing
Coded Locationsfor Linear Predictive Speech Coding'™, Sxth International Conference on
Digital Processing of Signalsin Communications, Conf. Publ. No. 340, 1991, pp. 300-304.

. We, Z., and Zhigang, C.,“Real-Time Formant Speech Synthesis Using the TMS320C25”,

China 1991 Inter national Conferenceon Circuitsand Systems. Conference Proceedings, |EEE
Cat. No. 91TH0387-1, Volume 1, 1991, pp. 41-44.

Zinser, R.L.,"An Efficient, Pitch-AlignedHigh-Frequency Regeneration Techniquefor REL P

Vocoders', ICASSP 85, Proceedings of the IEEE International Conference on Acoustics,
Speech, and Sgnal Processing, IEEE Cat. No. 85CH2118-8, Volume 3, 1985, pp. 969-972.

279



10.

System Design Considerations

Chen, D.C.C., and Price, R.H., "A Real-Time TMS320C40-Based Parallel System for High
Rate Digital Signa Processing™, ICASSP 91, 1991 International Conference on Acoustics,
Speech and Signal Processing, IEEE Cat. No. 91CH2977-7, Volume 3, 1991, pp. 1573-1576.

Culloch, A.D., “3L Paralel C for the Texas Instruments TMS320C40: Initial Applications”,
Parallel Computing and Transputer Applications, Volume 2, 1992, pp. 1080—1088.

Dunn, SM., Peters, J.E., Finkel, B., and Neafsey, L., "DISIPLE: Digital Signal Processor
Programming Language and Environment”, |IEEE Transactions on Acoustics, Speech and
Sgnal Processing, Volume 38, No. 11, November 1990, pp. 2001-2003.

Marshall, T.G., Jr.," A Matlab/TMS320/TMS340 Image Processing Environment™,1992 |IEEE
International Symposiumon Circuitsand Systems, IEEE Cat. No. 92CH3139-3, Volume5,1992,
pp. 2505-2508.

Morgado, A.M.L.S., Domingues, JP.P., Loureiro, C.F.M., Assuncaao, JM.V., and Correia,
C.M.B.A., "Data Acquisition and Signal Processing System Based on TMS320C50 and on a
IMSA100 Processing Cascade™, 6th Mediterranean Electrotechnical Conference Proceedings,
|EEE Cat. No. 91CH2964-5,Volume 1, 1991, pp. 340-342.

Pfeiffer, E., and Disch, J.,, "Using Ada with Embedded DSPs”, Embedded Systems
Programming, Volume®6, No. 12, December 1993, pp. 32-35, 38, 40-41.

Prandolini, R.,and Sridharan, S.," VLS| Implementation of aBlock Floating-Point Coprocessor
for the TMS320 Fixed-Point Digital Signa Processor”, 7th Australian Microelectronics
Conference Proceedings, 1988, pp. 33-40.

Reichler, T., Hartimo, |, and Jaatinen, J.," Automatic Signal Processor Code Generation: Matrix
Reduction-Based Module Optimization™, 1990 | EEE International Symposiumon Circuitsand
Systems, |EEE Cat. No. 90CH2868-8, Volume4, 1990, pp. 2901-2904.

Robillard, J., " Telecommunications Interfacing to the TMS32010”, Digital Signal Processing
ApplicationsWith the TMS$320 Family, Volume 1, 1987, pp. 383-413.

Tomasovic, L., and Marcek, A., "Experimental Module with TMS320C25 Processor",
Elektrotechnicky Casopis, Volume 44, No. 12, 1993, pp. 373-375.



	1994 Telecommunications Applications With the TMS320C5x DSPs.tif
	2558539-9721 revision J 199410 TMS320C3x User's Guide.tif
	SPRU011E 199701 TMS320 DSP Development Support Reference Guide.tif



